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Heterogeneous and Dynamic Prevalence of 
Asymptomatic Influenza Virus Infections 

Technical Appendix 2 

Risk for Bias Assessment 

Risk for bias of the studies was assessed by using a modified version of the tool 

developed by Hoy et al. for prevalence studies. The modified tool assessed the external and 

internal validity of the studies by 9 criteria: 1) the targeted population was a close representation 

of the national population; 2) the sampling frame was a true or close representation of the general 

population; 3) random selection was used to select the study population; 4) the likelihood of 

nonresponse bias was minimal; 5) the case definition of influenza infection was based on 

laboratory tests; 6) the data collected were reliable; 7) the method used to collect the data was the 

same for all subjects; 8) the numerator and denominator of the prevalence were based on all the 

study participants; and 9) the data were largely recorded directly from the participants. 

Statistical Analysis 

All prevalence estimates were pooled after double arcsine square root transformation and 

back-transformed for reporting (1). We did not use the standard random effects (RE) model (2) 

to pool because the latter is known to underestimate the statistical error and exacerbate 

publication bias (3–5). Therefore, the prevalence rates of asymptomatic and subclinical influenza 

across studies within the subgroups were pooled using the inverse variance heterogeneity (IVhet) 

model (6). This method uses a quasi-likelihood based variance structure without distributional 

assumptions and thus has coverage probabilities for the CI well within the 95% nominal level 

and has been documented to have better performance (lower mean squared error) when 

compared to the RE method (7). The results from the RE model have nevertheless been reported 

(Technical Appendix 2 Figures 3 and 4) for comparison purposes. Publication bias was assessed 

through Egger’s linear regression and visual inspection of funnel and Doi plots (8). 
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Technical Appendix 2 Figure 1. Forest plots for asymptomatic prevalence of A) influenza overall, B) 

influenza A, and C) influenza A(H1N1) virus infections generated by using the inverse variance 

heterogeneity model for 55 studies included in systematic review and meta-analysis of asymptomatic and 

subclinical influenza infection prevalence. Details on these studies are provided in Technical Appendix 1 

(http://wwwnc.cdc.gov/EID/article/22/6/15-1080-Techapp1.pdf). 

Technical Appendix 2 Figure 2. Forest plots for subclinical prevalence of A) influenza overall, B) 

influenza A, and C) influenza A(H1N1) virus infections generated by using the inverse variance 

http://wwwnc.cdc.gov/EID/article/22/6/15-1080-Techapp1.pdf
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heterogeneity model for 55 studies included in systematic review and meta-analysis of asymptomatic and 

subclinical influenza infection prevalence. 

 

Technical Appendix 2 Figure 3. Forest plots for asymptomatic prevalence of A) influenza overall, B) 

influenza A, and C) influenza A(H1N1) virus infections generated by using the random effects model for 

55 studies included in systematic review and meta-analysis of asymptomatic and subclinical influenza 

infection prevalence. 
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Technical Appendix 2 Figure 4. Forest plots for subclinical prevalence of A) influenza overall, B) 

influenza A, and C) influenza A(H1N1) virus infections generated by using the random effects model for 

55 studies included in systematic review and meta-analysis of asymptomatic and subclinical influenza 

infection prevalence. 

 


