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Technical Appendix 

Additional Statistical Methods 

For estimation of both the numbers of incident infections and incidence during a time 

frame of interest, blood donations were stratified by health region and sex of donor, resulting in 

16 strata. We assumed that donors were as likely as the general population to be infected with 

Zika virus and then to develop illness. 

Let 𝑁𝑠𝑘 be the number of blood donations tested for Zika virus in stratum 𝑠 = 1,2, … , 𝑆 =

16 during week 𝑘 ∈ {1,2, … , 𝐾 = 19}, and let 𝑍𝑠𝑘 be the corresponding number of those that 

were “viremic” (i.e., cobas Zika reactive). For each 𝑠 = 1,2, … , 𝑆, let 

𝑃𝑠;𝑤1,𝑤2
=

∑ 𝑍𝑠𝑘
𝑤2
𝑘=𝑤1

∑ 𝑁𝑠𝑘
𝑤2
𝑘=𝑤1

≡
𝑍𝑠;𝑤1,𝑤2

+

𝑁𝑠;𝑤1,𝑤2

+  

be the proportion of cobas Zika reactive donations in stratum 𝑠 for weeks 𝑤1 through 𝑤2, 

inclusive. Analyses presented include weekly (𝑤1 = 𝑤2 for each week 𝑘 ∈ {1,2, … , 𝐾 = 19}) 

and cumulative weekly (𝑤1 = 1, 𝑤2 ∈ {1,2, … , 𝐾 = 19}) estimates. 

In the absence of historical information on the numbers of weekly donations by donors’ 

health region and sex, so that we might model the 𝑁𝑠𝑘 , we assume throughout that these numbers 

are fixed. 

To ease notation, take the weeks 𝑤1 and 𝑤2 as fixed for a particular time frame of 

interest, and use the simplified notation 𝑁𝑠
+, 𝑍𝑠

+, 𝑃𝑠 = 𝑍𝑠
+/𝑁𝑠

+ for corresponding stratum sums, 

and sample proportions for the time frame of interest. Let 𝑇𝑠 be the stratum-specific population 

sizes, obtained from available US Census data (http://www.census.gov), so that 𝑇 = ∑ 𝑇𝑠
𝑆
𝑠=1  is 
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the total population size. Before accounting for the transient nature of viremia, a crude estimate 

of the number of infections during the time period of interest is then 

𝐼𝑐𝑟𝑢𝑑𝑒 = ∑ 𝑇𝑠

𝑆

𝑠=1

𝑃𝑠 

leading to a crude estimate of the proportion of the population infected over the time period of 

interest of 

𝛱𝑐𝑟𝑢𝑑𝑒 =
𝐼𝑐𝑟𝑢𝑑𝑒

𝑇 − 𝐼𝑐𝑟𝑢𝑑𝑒
< =

∑ 𝑇𝑠
𝑆
𝑠=1 𝑃𝑠

∑ 𝑇𝑠
𝑆
𝑠=1 − ( ∑

𝑆

𝑠=1
𝑇𝑠𝑃𝑠)

< 

where the superscript < indicates these values are computed on the whole time period before the 

one used in the given estimation. That is, if 𝐼𝑐𝑟𝑢𝑑𝑒 is an estimate of the number of infections for 

the time period 𝑤1 through 𝑤2, then 𝐼𝑐𝑟𝑢𝑑𝑒
<  is an estimate of the number of infections for the time 

period 1 through 𝑤2 − 1. The denominator of 𝛱𝑐𝑟𝑢𝑑𝑒 is an estimate of the size of the at-risk 

population, taking the total population size and subtracting from the estimated number of 

infections up to the time period of interest. 

We next compute an associated crude 100(1 − 𝛼)% CI for the number of Zika virus 

infections in the whole population (over 𝑤1 through 𝑤2) adapting the methods of Yan and Su (1) 

as follows. Letting 𝛷 be the standard normal CDF, compute 

𝜁 = 𝛷(1 − 𝛼/2)

√∑ 𝑇𝑠
2𝑆

𝑠=1
𝑃𝑠(1 − 𝑃𝑠)

𝑁𝑠
+

∑ 𝑇𝑠
𝑆
𝑠=1 √

𝑃𝑠(1 − 𝑃𝑠)
𝑁𝑠

+

 

A crude lower (-) and upper (+) confidence interval, (𝐿𝑐𝑟𝑢𝑑𝑒 , 𝑈𝑐𝑟𝑢𝑑𝑒), for the total 

number of Zika virus infections (over weeks 𝑤1 to 𝑤2) is then 

(𝐿𝑐𝑟𝑢𝑑𝑒 , 𝑈𝑐𝑟𝑢𝑑𝑒) = ∑ 𝑇𝑠

𝑆

𝑠=1

(
𝑃𝑠 + 𝜁2/(2𝑁𝑠

+)

1 + 𝜁2/𝑁𝑠
+ ∓

𝜁

1 + 𝜁2/𝑁𝑠
+ √

𝑃𝑠(1 − 𝑃𝑠)

𝑁𝑠
+ +

𝜁2

4𝑁𝑠
+2) 
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which are the respective weighted sums of the stratum-specific Wilson (1927) score confidence 

intervals using the normal quartile 𝜁, which has been adjusted for relative stratum-specific 

variation. The crude CI for the proportion of infections is obtained as with 𝛱𝑐𝑟𝑢𝑑𝑒, by dividing 

the limits 𝐿𝑐𝑟𝑢𝑑𝑒 and 𝑈𝑐𝑟𝑢𝑑𝑒 by ∑ 𝑇𝑠
𝑆
𝑠=1 − 𝐼𝑐𝑟𝑢𝑑𝑒

< . 

To account for the transient nature of viremia (here, cobas Zika positivity, or RNA-

positivity) in determining infection, we follow Busch et al. (2006) and scale the estimate (and 

CI) of the number of infections by a factor representing the relative likelihood of a donor being 

viremic (here, cobas Zika reactive) at donation. Specifically, let 𝑑 be the duration of collection 

(e.g., 𝑑 = 21 days), and let 𝑣 be the mean duration of Zika virus viremia, a value for which is 

specified from an exogenous source. The factor used by Busch et al., was 𝑓𝐵 = 𝑑/ 𝑣. Persons 

who are ill, with symptomatic infection, are deferred from donation either by self-deferral or by 

point-of-donation screening; 𝑓𝐵 does not account for this, introducing a bias. (This observation 

was mentioned in the discussion in Busch et al.) We therefore modify this factor to reflect that 

only asymptomatic persons are donors. Let 𝑝𝑎 be the proportion of infections that are 

asymptomatic, and let 𝑖 be the mean incubation period, that is, the duration from infection 

(actually, the commencement of viremia here) to symptom onset (for symptomatic infections). 

Then the mean duration of viremia for asymptomatic persons (including those who go on to 

develop symptoms after a period of infection and viremia) is 𝑣𝑝𝑎 + 𝑖(1 − 𝑝𝑎). The ratio 

𝑣/[𝑣𝑝𝑎 + 𝑖(1 − 𝑝𝑎)] therefore represents a factor to correct 𝑓𝐵 for its bias, giving 

𝑓 = 𝑓𝐵  
𝑣

𝑣𝑝𝑎 + 𝑖(1 − 𝑝𝑎)
=

𝑑

𝑣𝑝𝑎 + 𝑖(1 − 𝑝𝑎)
 

as a factor to account for the likelihood that an infected donor donates while viremic, but using 

the correct mean duration of viremia for donors. 

Accounting for the transient viremia, we then adjust the total number of Zika virus 

infections in the population during the time period of interest as 𝐼𝑎𝑑𝑗 = 𝑓 𝐼𝑐𝑟𝑢𝑑𝑒, and the 

associated CI is also scaled, (𝐿𝑎𝑑𝑗 , 𝑈𝑎𝑑𝑗) = (𝑓 𝐿𝑐𝑟𝑢𝑑𝑒 , 𝑓 𝑈𝑐𝑟𝑢𝑑𝑒). 

As noted, we use exogenous information to obtain numerical values for 𝑣, 𝑖, and 𝑝𝑎. 

These values are obtained from published literature and clearly are uncertain. To account for this 

uncertainty in our estimation, we compute final estimates by simulating the distribution for 𝑓 
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under modeling assumptions for the parameter estimates, and using the mean of this distribution 

as the adjustment factor. For 𝑗 = 1,2, … , 𝐽 = 10,000 simulations, we sample values for these 

parameters from the following distributions: 

𝑣
(𝑗)

∼ Weibull with mean 9.97 and variance 15.54

𝑖
(𝑗)

∼ normal with mean 6.20 and variance 0.23

𝑝𝑎
(𝑗)

∼ beta with mean 0.79 and variance 0.0019

 

With these values, write 𝑓(𝑗) as simulated values of 𝑓. The mean of the distribution of 𝑓 

(viewed as a random variable when estimates are used for the parameters) is then estimated as 

𝑓 =
1

𝐽
∑ 𝑓(𝑗)𝐽

𝑗=1 . We then computed the final estimate 𝐼 as 

𝐼 = 𝑓 𝐼𝑎𝑑𝑗 =
1

𝐽
∑ 𝑓(𝑗)

𝐽

𝑗=1

𝐼𝑎𝑑𝑗 =
𝑑

𝐽
∑

𝐼𝑎𝑑𝑗

𝑣
(𝑗)

𝑝𝑎
(𝑗)

+ 𝑖
(𝑗)

(1 − 𝑝𝑎
(𝑗)

)

𝐽

𝑗=1

 

with confidence intervals computed analogously as (𝐿, 𝑈) = (𝑓𝐿𝑎𝑑𝑗 , 𝑓𝑈𝑎𝑑𝑗). The final estimate 

of the proportion infected over the time of interest, 𝛱 = 𝐼/(𝑇 − 𝐼<), and associated CI (𝐿/(𝑇 −

𝐼<), 𝑈/(𝑇 − 𝐼<)) are then computed. 
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