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Technical Appendix 5 

Multicriteria Scores Calculation and Detailed Discordance Estimation Procedure 

1. Multicriteria Scores Calculation 

Subcriteria Weights 

The criteria weights were calculated following the standard AHP procedure. The 

subcriteria were considered at equal importance, hence the weight of subcriteria f was equal to 

the weight of the corresponding criteria divided by its number of subcriteria. These weights were 

gathered in the weighting vector Wsub. 

Diseases Scores 

The disease scores were calculated by using the normalization procedure of the AHP as 

explained below. 

Let Def be the vector of expert e’s answers for sub-criterion f, 𝑫𝒆𝒇 = (

𝑑𝑒𝑓1
⋮

𝑑𝑒𝑓𝑝

) where p was the 

number of diseases. 

Let Aef be the comparison matrix of expert e for the sub-criterion f (f = 1,2,…s, where s is 

the total number of subcriteria). The matrix Aef was built by using the answers in Def as 

explained in equation 1. 

𝑨𝒆𝒇 = (

𝒂𝒆𝒇 𝟏𝟏 ⋯ 𝒂𝒆𝒇𝟏𝒑
⋮ ⋱ ⋮

𝒂𝒆𝒇𝒑𝟏 ⋯ 𝒂𝒆𝒇𝒑𝒑
) = (𝒂𝒆𝒇𝒊𝒋) =

{
 
 

 
 

𝒂𝒆𝒇𝒊𝒋 = 𝟏 𝒊𝒇 𝒊 = 𝒋

𝒂𝒆𝒇𝒊𝒋 = 𝒅𝒆𝒇𝒊 − 𝒅𝒆𝒇𝒋 + 𝟏 𝒊𝒇 𝒅𝒆𝒇𝒊 − 𝒅𝒆𝒇𝒋 ≥ 𝟎 

𝒂𝒆𝒇𝒊𝒋 =
𝟏

𝟏−(𝒅𝒆𝒇𝒊−𝒅𝒆𝒇𝒋)
 𝒊𝒇 𝒅𝒆𝒇𝒊 − 𝒅𝒆𝒇𝒋 ≤ 𝟎

𝒂𝒆𝒇𝒊𝒋 = 𝑵𝑨 𝒊𝒇 𝒅𝒆𝒇𝒊 = 𝟎 𝒐𝒓 𝒅𝒆𝒇𝒋 = 𝟎 

 (Equation 1) 
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Once these comparison matrices were built for each expert, they were averaged to the 

comparison matrices Af. According to Saaty, the geometric mean should be used when 

aggregating people’s opinions (1): “Two important issues in group decision making are: how to 

aggregate individual judgements in a group into a single representative judgement for the entire 

group and how to construct a group choice from individual choices. The reciprocal property 

plays an important role in combining the judgements of several individuals to obtain a single 

judgement for the group. Judgements must be combined so that the reciprocal of the synthesized 

judgements is equal to the syntheses of the reciprocals of these judgements. It has been proved 

that the geometric mean, not the frequently used arithmetic mean, is the only way to do that.” 

For this methodology, the arithmetic average was also used to compare the results and to 

estimate the confidence on the final ranking. For this purpose, the data were processed in a 

different way. First, when the expert answers “I do not know” to any of the subcriteria statements 

defi was set equal to NA then the data were arithmetically averaged to the vector df. If dfi was 

equal to NA, it was set to 0. The comparison matrices were then built by using equation 1. 

After the averaging step, if some elements of matrix Af, afij, remained equal to NA, this 

meant that for the disease i or j the information was not known among the Prioritization 

Committee. Accordingly, we considered these diseases of equal importance for the sub-criterion 

f (afij = 1). In future prioritization exercises, the method of Bozóki et al. (2010) (2) will be used 

to solve this issue. 

The weighting vectors Wf of the diseases for the sub-criterion f were calculated by 

following the steps described in equations 2 and 3. For the sake of clarity, the weighting vectors 

of the diseases were named scoring vectors. 

The normalized comparison matrices of Af, Bf, were computed by equation 2. 

𝑩𝒇 = (𝑏𝑓𝑖𝑗) = (
𝑎𝑓𝑖𝑗

∑ 𝑎𝑓𝑖𝑗𝒊
) (Equation 2) 

The scoring vectors (an approximation of the principal eigenvector of matrix Af), 𝑾𝒇 = (

𝑤𝑓1
⋮
𝑤𝑓𝑛

), 

of the diseases for the sub-criterion f were calculated by using equation 3. 

𝒘𝒇𝒊 =
∑ 𝒃𝒇𝒊𝒋𝒋

𝒏
 (Equation 3) 
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Consistency Analysis 

Once the scoring vectors computed, the consistency of this procedure was analyzed by 

calculating the consistency vectors, Cv as shown in equations 4 and 5. 

𝑪 = 𝐀 ×𝑾𝒇 = (𝒄𝒇) (Equation 4) 

𝐂𝐯 = (𝒄𝒗𝒇) = (
𝒄𝒇

𝒘𝒇
) (Equation 5) 

ʌ𝐦𝐚𝐱 =
∑ 𝒄𝒗𝒇
𝒏
𝒇

𝒏
 (Equation 6) 

Where ʌ𝑚𝑎𝑥 was the maximum averaged eigenvalue. As Wf was an approximation of the 

eigenvector of matrix Af, Af×Wf=λmax×Wf where λmax was the eigenvalue of the matrix Af. If the 

comparison was completely consistent then ʌ𝑚𝑎𝑥 = 𝜆𝑚𝑎𝑥 = 𝑛. Hence, the difference between 

ʌ𝑚𝑎𝑥  and 𝜆𝑚𝑎𝑥 represented the lack of consistency. To measure inconsistency, the coherence 

index was computed by using equation 7. 

𝑪𝑰 =
ʌ𝐦𝐚𝐱−𝒏

𝒏−𝟏
 (Equation 7) 

The higher the CI, the more incoherent the comparison and the weighting were. Thomas 

L. Saaty introduced by experimentation a coherence ratio CR, equation 8, to give a reference for 

the coherence analysis. If CR was higher than 10% then the comparison and the weighting were 

not consistent. 

𝑪𝑹 =
𝑪𝑰

𝑹𝑰
 (Equation 8) 

Where RI is the random inconsistency index of a matrix of order n. This analysis can be 

explained as the level of random comparisons in matrix Af. If CR is low, then matrix Af was 

filled logically through a scale and rational analysis. If CR was high, then matrix Af was filled 

randomly. 

Multicriteria Scores 

The final step of this process was to compute the multicriteria scores to rank the diseases. 

These multicriteria scores were computed by gathering the scoring vectors Wf in a matrix, T, and 

by multiplying it by the weighting vector of the subcriteria Wsub as explained in equations 9 and 

10. 
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𝑻 = (

𝒕𝟏𝟏 ⋯ 𝒕𝟏𝒏
⋮ ⋱ ⋮
𝒕𝒑,𝟏 ⋯ 𝒕𝒑𝒏

)  𝒘𝒉𝒆𝒓𝒆 𝑾𝒇 = (

𝒕𝟏𝒇
⋮
𝒕𝒑𝒇

) (Equation 9) 

𝑴 = 𝑻×𝑾𝒔𝒖𝒃 (Equation 10) 

Where M was the multicriteria score vector. This vector ranked the diseases according to 

their level of priority given the eight prioritization criteria. The disease with the highest score 

was the one with the highest priority. The disease with the lowest score was the one with lowest 

priority. 

2. Detailed Discordance Estimation Procedure 

Let ΣDf be the vector of standard deviation of the vector Df, 𝑫𝒇 = (

σ𝑑𝑓1
⋮

σ𝑑𝑓𝑝

) 

Let ΣAf be the matrix of standard deviation of the matrix Af. 

𝐀𝒇 = (

𝛔𝒂𝒇𝟏𝟏 ⋯ 𝛔𝒂𝒇𝟏𝒑
⋮ ⋱ ⋮

𝛔𝒂𝒇𝒑𝟏 ⋯ 𝛔𝒂𝒇𝒑𝒑

) = (𝛔𝒂𝒇𝒊𝒋) =

{
 
 

 
 

𝒊𝒇 𝒊 = 𝒋 ∶  𝛔𝒂𝒇𝒊𝒋 = 𝟎 

𝒊𝒇 𝒅𝒇𝒊 = 𝟎 𝒐𝒓 𝒅𝒇𝒋 = 𝟎 ∶  𝛔𝒂𝒇𝒊𝒋 = 𝟎 
 

𝐄𝐥𝐬𝐞: 𝛔𝒂𝒇𝒊𝒋 = √𝛔𝒅𝒇𝒊
𝟐 + 𝛔𝒅𝒇𝒊

𝟐  
 

 (Equation 11) 

Thus the discordance on the normalized matrix Bf, ΣBf, was given by equation 12. 

{
  
 

  
 

𝚺𝐁𝒇 = (

𝛔𝒃𝒇𝟏𝟏 ⋯ 𝛔𝒃𝒇𝟏𝒑
⋮ ⋱ ⋮

𝛔𝒃𝒇𝒑𝟏 ⋯ 𝛔𝒃𝒇𝒑𝒑

) = (𝝈𝒃𝒇𝒊𝒋)

𝛔𝒃𝒇𝒊𝒋 = 𝒃𝒇𝒊𝒋√
𝛔𝒂𝒇𝒊𝒋

𝟐

𝒂𝒇𝒊𝒋
𝟐 +

∑ 𝛔𝒂𝒇𝒊𝒋
𝟐 +𝟐×∑ 𝛔

(𝒂𝒇𝒍𝒋)(𝒂𝒇𝒌𝒋)
𝒍<𝒌𝒊

(∑ 𝒂𝒇𝒊𝒋𝒊 )
𝟐

 (Equation 12) 

Where σ(𝑎𝑓𝑙𝑗)(𝑎𝑓𝑘𝑗) measured the dependence of the variables 𝑎𝑓𝑙𝑗, 𝑎𝑓𝑘𝑗. 

The discordance on the weighting vectors, Wf, of the diseases for the criterion f was 

given by equation 13. 

{
  
 

  
 

𝚺𝑾𝒇 = (

𝝈𝒕𝟏𝒇
⋮
𝝈𝒕𝒑𝒇

) 

𝛔𝒕𝒊 =
√
∑ 𝛔𝐛𝒇𝒊𝒋

𝟐𝒑
𝒊

+𝟐×∑ 𝛔(𝐛𝒇𝒊𝒍)(𝐛𝒇𝒊𝒌)𝒍<𝒌

𝒑𝟐

 (Equation 13) 

Where σ(bfim)(bfik) measured the dependence of the variables bfim, bfik. 
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The discordance on the final prioritization scores were computed by using the error propagation 

technique from matrix T to matrix M through equation 10. The discordance on the vector M, 

𝐌, was given by equations 14 and 15. 

𝐌 = (

𝛔𝐦𝟏

⋮
𝛔𝐦𝐩

) (Equation 14) 

Where 

𝛔𝐦𝐢
= √∑ 𝐰𝐟

𝟐×𝛔𝐭𝐢𝐟
𝟐𝐧

𝐟 +𝟐× ∑ 𝐰𝐥𝐰𝐤𝛔(𝐭𝐢𝐡)(𝐭𝐢𝐤)𝐥<𝐤  (Equation 15) 
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