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PERSPECTIVES

Salmonella Enteritidis Infections,
United States, 1985-1999

Mary E. Patrick,”* Penny M. Adcock,* Thomas M. Gomez,t Sean F. Altekruse, Ben H. Holland,*
Robert V. Tauxe,* and David L. Swerdlow*

Salmonella enterica serotype Enteritidis emerged as an
important illness during the 1980s. Investigations showed
that consumption of undercooked eggs was the major risk
factor for disease, and a variety of prevention and control
efforts were initiated during the 1990s. We describe spo-
radic infections and outbreaks of S. Enteritidis in the United
States from 1985 through 1999 and discuss prevention and
control efforts. After reaching a high of 3.9 per 100,000 pop-
ulation in 1995, S. Enteritidis infections declined to 1.98 per
100,000 in 1999. While the total number of outbreaks
decreased by half, those in the western states tripled.
Outbreaks of S. Enteritidis phage type 4 infections account-
ed for 49% of outbreaks in 1999. Outbreak-associated
deaths in health facilities decreased from 14 in 1987 to 0 in
1999. Overall, rates of sporadic S. Enteritidis infection, out-
breaks, and deaths have declined dramatically. For further
reductions, control measures should continue to be applied
along the entire farm-to-table continuum.

monella enterica serotype Enteritidis is one of the

ost common Salmonella serotypes worldwide, partic-
ularly in developed countries. During the 1980s, S.
Enteritidis emerged as an important cause of human illness
inthe United States. In 1976, the incidence of S Enteritidis
was 0.55 per 100,000 population and represented only 5%
of all Salmonella isolates. By 1985, this proportion
reached 10%, and the rate increased to 2.4 per 100,000
population (1). During the same time, tota Salmonella
infection rates rose from 10.7 per 100,000 in 1976 to 24.3
in 1985. The highest rates of S. Enteritidis were seen in the
Northeast, although rates in the western region also
increased during this time.

The number of outbreaks of S. Enteritidisinfection also
increased during the 1980s (2), particularly in the north-
eastern United States. Laboratory subtyping of S
Enteritidis isolates from outbreaks indicated that phage
types (PT) 8 and 13a were the most common phage types
in the United States (3). Although PT4 was common in

*Centers for Disease Control and Prevention, Atlanta, Georgia,
USA,; TU.S. Department of Agriculture, Atlanta, Georgia, USA; and
FFood and Drug Administration, Rockville, Maryland, USA

Europe, where it coincided with a large increase in S
Enteritidisinfections (4,5), it was seen in the United States
only among persons with a history of foreign travel.

Case-control studies of sporadic S. Enteritidis infec-
tions and outbreaks demonstrated that shell eggs were the
major risk factor for disease (2,6,7). After the implicated
eggs were traced back to the farm of origin, microbiologic
surveys showed S. Enteritidis of the same phage type that
caused human cases to be present in the farm environment
of egg-layer poultry flocks (8-10). Studies showed that the
internal contents of eggs can be contaminated with S
Enteritidis (11,12), and this contamination has been identi-
fied as a mgjor risk factor in the emergence of human ill-
ness. To reduce S. Enteritidis in eggs, on-farm prevention
and control measures and quality assurance programs were
initiated in the early 1990s. Education of consumers and
food workers regarding the risks of consuming raw or
undercooked eggs was aso begun, with special emphasis
on high-risk populations such as the elderly, children,
pregnant women, and others with weakened immune sys-
tems. Restaurants and health institutions were encouraged
to avoid pooling eggs, to use pasteurized egg product, and
to avoid raw egg recipes. Requirements for refrigeration
during distribution and storage were increased.

We examined trends in S Enteritidis infection in the
United States from 1985 through 1999 based on surveil-
lance datafor sporadic infections and outbreaks reported to
the Centersfor Disease Control and Prevention (CDC). We
describe prevention and control efforts and suggest a plan
for further reduction of S. Enteritidis infections.

Methods
The CDC National Salmonella Surveillance Systemisa
laboratory-based passive system that was developed in

*Current affiliation: DeKalb County Board of Health, Decatur,
Georgia, USA.

?Current affiliation: Merck Research Laboratories, Blue Bell,
Pennsylvania, USA.

3 Current affiliation: Mercer University School of Medicine, Macon,
Georgia, USA.
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1976. In 1994, most states began reporting cases electron-
ically to this system through the Public Health Laboratory
Information System (13). Annual S. Enteritidis isolation
rates per 100,000 popul ation were calculated for each state
and region of the United States by using 1976-1999
Census data.

Before 1985, reports of S Enteritidis outbreaks were
collected through the National Foodborne Disease
Outbreak Surveillance System. In response to a growing
number of outbreaks and the need for timely follow-up,
CDC began the S. Enteritidis Outbreak Reporting System
in 1985. This system encouraged officials from state and
local health departments to report outbreaks as soon as
they occurred. At the end of each year, epidemiologists
from state health departments were asked to verify the
information that CDC had received and to send written
reports of additional outbreaks. An outbreak of S
Enteritidisinfection was defined as >2 cases of |aboratory-
confirmed S. Enteritidis infection in persons who ingested
a common food, or one culture-confirmed case with addi-
tional cases meeting a clinical definition of illness and S
Enteritidis isolated from a food specimen. Other informa-
tion collected about each outbreak included the city, coun-
ty, state, location where the food was prepared, and loca-
tion where the food was consumed. The total number of
outbreak-associated cases included all symptomatic per-
sons with either culture-confirmed or epidemiologically
linked infection.

Outbreak-associated foods were considered to be con-
firmed vehicles of transmission if 1) they were statistical-
ly implicated in an epidemiologic study, 2) S. Enteritidis
wasisolated from leftover foods, or 3) if the food item was
the only food consumed by al ill persons (this occurred in
<10 outbreaks). If eggs were implicated or were a primary
ingredient in the implicated food, the outbreak was classi-
fied as egg-associated.

A subset of isolates from patients, food workers, impli-
cated foods and farm specimens associated with outbreaks
were phage typed at CDC and the U.S. Department of
Agriculture (USDA) using a technique described by Ward
et a. (14). Regions of the United States were defined as
follows: Northeast—Connecticut, Maine, Massachusetts,
New Hampshire, New Jersey, New York, Pennsylvania,
Rhode Island, and Vermont; Midwest—Illinois, Indiana,
lowa, Kansas, Michigan, Minnesota, Missouri, Nebraska,
North Dakota, Ohio, South Dakota, and Wisconsin;
South—Alabama, Arkansas, Delaware, the District of
Columbia, Florida, Georgia, Kentucky, Louisiana,
Maryland, Mississippi, North Carolina, Oklahoma, South
Carolina, Tennessee, Texas, Virginia, and West Virginia;
and West—Alaska, Arizona, California, Colorado, Hawaii,
Idaho, Montana, Nevada, New Mexico, Oregon, Utah,
Washington, and Wyoming.

Results

National Salmonella Surveillance Data

In the late 1980s and early 1990s, the proportion of
Salmonella isolates that were S. Enteritidis continued to
rise, and in 1994, it became the most common Salmonella
serotype in the United States, representing 26% of all
Salmonella isolates. Since then, however, the proportion
has steadily decreased, reaching 16% in 1999.

The S. Enteritidis incidence rate increased from 2.38
per 100,000 population in 1985 to 3.9 per 100,000 in 1995.
Since then, there has been a decline of 49%, to 1.98 per
100,000 in 1999 (Figure 1). This decline mirrors that of
total Salmonella infections, which fell 51% to 12.0 per
100,000 in 1999. Rates of S. Enteritidis infection in the
Northeast showed the greatest change, increasing from
6.39 per 100,000 in 1985 to 10.2 in 1989 and then drop-
ping 63% to 3.8 per 100,000 in 1999 (Figure 1). Rates in
the West rose from 0.87 per 100,000 in 1985 to 5.6 per
100,000 in 1994, and then fell to 2.2 per 100,000 in 1999,
adecline of 61%. Rates in the Midwest rose from 1.81 per
100,000 in 1985 to 3.1 in 1997 and then decreased to 1.7
in 1999, while the rate in the South rose from 1.22 per
100,000 in 1985 to 1.85 in 1990, and then fell to 1.04 in
1999.

Outbreak Surveillance

From 1985 through 1999, atotal of 841 outbreaks of S.
Enteritidis infection were reported to CDC, affecting resi-
dents of 43 states, the District of Columbia, and Puerto
Rico (Figure 2). The number of reported outbreaks
increased from 26 in 1985 to 85 in 1990. Since 1990, out-
breaks have declined 48%, to 44 in 1999. Reported out-
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Figure 1. Salmonella Enteritidis isolation rates per 100,000 popu-
lation, by selected regions,* United States, 1976-1999.
*Northeast: Connecticut, Maine, Massachusetts, New Hampshire,
New Jersey, New York, Pennsylvania, Rhode Island, Vermont;
Midwest: lllinois, Indiana, lowa, Kansas, Michigan, Minnesota,
Missouri, Nebraska, North Dakota, Ohio, South Dakota,
Wisconsin; South: Alabama, Arkansas, Delaware, District of
Columbia, Florida, Georgia, Kentucky, Louisiana, Maryland,
Mississippi, North Carolina, Oklahoma, South Carolina,
Tennessee, Texas, Virginia, West Virginia; and West: Alaska,
Arizona, California, Colorado, Hawaii, Idaho, Montana, Nevada,
New Mexico, Oregon, Utah, Washington, Wyoming.
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Figure 2. Reported outbreaks of Salmonella Enteritidis, by state,
1985-1999 (N = 841). Includes two multistate outbreaks.

breaks affected 29,762 persons; 2,904 (10%) were hospi-
talized (range 4%-21%), and 79 (0.3%) patients died
(range 0%-0.9%) (Table 1). The median number of cases
per outbreak decreased from 24 in 1985 to 10 in 1998.

Although the total number of outbreaks of S. Enteritidis
infection declined from 1985 to 1999, regional rates have
shifted dramatically. In the Northeast region, outbreaks
decreased from 21 (81%) of 26 outbreaks in the United
States in 1985 to 9 (20%) of 44 outbreaks in 1999 (Figure
3). Conversely, outbreaks in the Western region increased
from 0in 1985 to 22 (50%) of 44 outbreaksin 1999. Most
of these outbreaks occurred in California, where the per-
centage of outbreaksincreased from 0in 1986 to 16 (73%)
of the 22 Western region outbreaks in 1999. The percent-
age of outbreaks in the Midwestern region averaged 9%
(range 0%-35%), while the percentages of outbreaksin the
South averaged 10% (range 9%-31%).

PERSPECTIVES

Outbreak Settings

Five hundred twenty-two (62%) outbreaks of S
Enteritidis infection were associated with food prepared at
commercial food establishments (restaurants, caterers, del-
icatessens, bakeries, cafeteria, or market), 112 (13%) were
associated with food prepared in a private home, 55 (7%)
with food prepared at schools or churches, and 20 (2%)
with food served in prisons. Forty-three (5%) outbreaks
involved foods prepared at other locations, such as camps,
cruise ships, workplace, shelter, festivals, or an unknown
location. Eighty-nine (11%) outbreaks involved food
served to residents of hospitals or nursing homes.

Of 79 outbreak-associated deaths, 65 (82%) were
among persons in healthcare facilities (55 deaths in nurs-
ing or extended-care homes and 10 deaths in hospitals)
(Table 1). Deathsin healthcare facilities decreased from 14
in 1987 to 0 in 1994, 1996, 1997, and 1999 (Figure 4).
Overall, the outbreak-associated case-fatality rate in
healthcare institutions was 3% (range 0%-9% per year),
higher than the average case-fatality rate of 0.3% for all
outbreaks. The proportion of outbreaks occurring at
healthcare institutions between 1992 and 1999 ranged
from 2% to 14%, noticeably lower than the 11%-23% of
outbreaks occurring at these facilities from 1985 through
1991.

Outbreak Vehicles

A food item was implicated in 389 (46%) outbreaks of
S Enteritidis infection from 1985 through1999; in 86
(22%) of these, more than one food item was implicated.
Of the 371 outbreaks for which information was available,
298 (80%) were egg associated. This proportion ranged
from 10 (71%) of 14 in 1985 to 19 (95%) of 20 in 1997

Table 1. Foodborne outbreaks of Salmonella serotype Enteritidis infection, United States, 1985-1999

All outbresks (N = 841)

Outbreaks in healthcare facilities® (N = 89)

Median no.
Y No. outbreaks ~ No. ill cases No. hosp. (%) No. deaths (%) No. outbreaks ~ No.ill  No. hosp. (%) No. deaths (%)
1985 26 1,159 24.0 144 (12) 1(.08) 3(12) 55 10 (18) 12
1986 47 1,444 12.0 107 (7) 6 (.4) 7(15) 105 10 (10) 5(5)
1987 58 2,616 175 557 (21) 15(.6) 8(14) 489 391 (80) 14 (3)
1988 48 1,201 125 155 (13) 11 (.9) 7(15) 131 2(2 9(7)
1989 81 2,518 23.0 206 (8) 15(.6) 19 (23) 505 34(7) 13(3)
1990 85 2,656 18.0 318 (12) 3(.1) 12 (14) 303 22 (7) 31
1991 74 2,461 15.0 200 (8) 5(.2) 8(11) 118 6(5) 4(3)
1992 63 2,348 13.0 233(10) 4(.2) 2(3 42 2(5 2(5)
1993 66 2,215 16.5 219 (10) 6(.3) 5(8) 56 4(7) 4(7)
1994 51 5,492 14.0 214 (4) 0 0 0 0 0
1995 56 1,312 12.0 113 (9) 8(.6) 8(14) 156 21 (13) 7(4)
1996 47 1,414 12.0 158 (11) 2(.1) 3(6) 64 9(14) 0
1997 46 1,102 13.0 124 (11) 0 1(2 13 1(8) 0
1998 49 744 10.0 93 (13) 3(.4) 3(6) 32 6(19) 3(9)
1999 14 1,080 15.0 63 (6) 0 3(7) 12 5(42) 0
Total 841 29,762 15.0 2,904 (10) 79 (.3) 89 (11) 2,081 523 (25) 65 (3)
N =841.

® ncludes hospitals (hosp.) (14), nursing/extended care homes (69), assisted/independent living facilities (2), and drug/alcohol rehabilitation facilities (4).
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Figure 3. Salmonella Enteritidis outbreaks by region, United
States, 1985-1999. Northeast: ~ Connecticut, Maine,
Massachusetts, New Hampshire, New Jersey, New York,
Pennsylvania, Rhode Island, Vermont; Midwest: lllinois, Indiana,
lowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North
Dakota, Ohio, South Dakota, Wisconsin; South: Alabama,
Arkansas, Delaware, District of Columbia, Florida, Georgia,
Kentucky, Louisiana, Maryland, Mississippi, North Carolina,
Oklahoma, South Carolina, Tennessee, Texas, Virginia, West
Virginia; and West: Alaska, Arizona, California, Colorado, Hawaii,
Idaho, Montana, Nevada, New Mexico, Oregon, Utah,
Washington, Wyoming.

(Table 2). Of outbreaks caused by a single vehicle for
which information was known, 243 (83%) of 294 were
egg-associated, as were 55 (71%) of 77 outbreaksin which
more than one food item was implicated.

Among single foods implicated in egg-associated out-
breaks, 67 (28%) of 243 were foods that contained raw
egos (e.g., homemade ice cream, Caesar salad dressing,
tiramisu, egg nog). Sixty-five (27%) of the outbreaks
implicated traditional egg dishes such as omelets, French
toast, pancakes, and foods that use egg batter, such as crab
cakes, chiles rellenos, egg rolls, and Monte Cristo sand-
wiches. Sixty-three (26%) outbreaks implicated dishes
known to contain eggs, such as lasagna, ziti, and stuffing,
which would have been expected to have been fully
cooked but probably did not reach temperatures sufficient
to kill S. Enteritidis. Thirty-six (15%) outbreaks implicat-
ed egg dishes that were “lightly cooked” (e.g., hollandaise
sauce, meringue, cream pies). The food vehicles in 12
(5%) outbreaks were reported to contain eggs but could not
be classified because information on how the dishes were
prepared was not provided.

Seventy-three (20%) of the 371 confirmed outbreaks
for which information was provided involved vehicles that
did not contain eggs. Twenty (27%) of these outbreaks
were associated with poultry (chicken or turkey), 8 (11%)
with beef, and 6 (8%) with foods containing shrimp (3 out-
breaks), bologna (1), pork (1), and pepper loaf (1). Other
implicated foods included potatoes (3), beans (3), desserts
(3), salad (3), macaroni and cheese (1), cheese sauce (1),
goat cheese (1), chili (1), and apureed diet (1). In 22 (30%)
of the non—egg-associated outbreaks, more than one food

was implicated. In four of these outbreaks, cross-contami-
nation with raw eggs was suspected.

Phage Types

From 1988 through 1999, isolates from 455 outbreaks
were submitted to CDC for phage typing. A single phage
type was implicated in 436 (96%) of these outbreaks; 186
(43%) were caused by PT8, 96 (22%) by PT13a, and 64
(15%) by PT4. Other phage types included PT13 (20 out-
breaks), PT34 (14 outbreaks), PT2 (13 outbreaks), and
PT14b (9 outbreaks). Phage types differed by geographic
region. In the Northeast and South, PT8 was the most com-
mon cause of S. Enteritidis outbreaks, followed closely by
PT13a. Both PT8 and PT13a were common in the
Midwest, while PT4 was predominant in the Western
region.

The predominant phage types associated with S
Enteritidis outbreaks changed from 1988 through 1999.
The proportion of outbreaks caused by PT8 and PT13ahas
decreased, while PT4 outbreaks have increased (Figure 5).
In 1993, PT4 accounted for 2 (4%) of 47 S. Enteritidis out-
breaks, while in 1999, PT4 represented 17 (49%) of 35 S
Enteritidis outbreaks and was the most common phage
type. Most PT4 outbreaks were in the Western region; 52
(81%) of the 64 S. Enteritidis PT4 outbreaks reported from
1993 through 1999 occurred in California.

Hospitalization and death rates did not differ by phage
type. For al years combined, hospitalization rates were
180 (9%) per 1,899 casesin PT4 outbreaks, 694 (10%) per
6,910 cases in PT8 outbreaks, and 267 (12%) per 2,281
cases in PT3a outbreaks. Death rates were not statistically
different among phage types. 0.16% in PT4 outbreaks,
0.38% in PT8 outbreaks, and 0.26% in PT13a outbreaks.

Discussion

After a rapid increase in S Enteritidis infection rates
during the 1980s, the rate of sporadic cases and number of
outbreaks declined overall. Evidence of this decline has
been demonstrated through passive surveillance for spo-
radic cases identified through the national Salmonella sur-

No. of deaths

B5 W6 BT BB WY

90 91 92 93 94 95 96 97 98 W

Year

Figure 4. Deaths associated with outbreaks of Salmonella
Enteritidis infections in healthcare facilities, 1985-1999 (N = 64).
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Table 2. Reported outbreaks of Salmonella Enteritidis infection
with confirmed vehicle that contained eggs as a principal
ingredient, by year

Outbreaks with a
Outbreaks with confirmed vehicle that
No. of confirmed vehicle contained eggs

outbreaks No. (%) No. (%)
1985 26 14 (54) 10 (71)
1986 47 22 (47) 15/20 (75)
1987 58 28 (48) 21/24 (88)
1988 48 25 (52) 20/24 (83)
1989 81 30 (37) 19/28 (68)
1990 85 30 (35) 24/30 (80)
1991 74 29 (39) 20/26 (77)
1992 63 35 (56) 31/33 (94)
1993 66 40 (61) 31(78)
1994 51 29 (57) 22 (76)
1995 56 22 (39) 15 (68)
1996 47 26 (55) 21/25 (84)
1997 46 22 (48) 19/20 (95)
1998 49 18 (37) 15/17 (88)
1999 44 19 (43) 15 (79)
Total 841 389 (46) 298/371 (80)

veillance system and the number and size of S Enteritidis
outbreaks that occurred throughout the United States.
Success has been regional, with the greatest reductions
occurring in the Northeast. One of the most notable fea-
tures of this decline has been a reduction in the number of
outbreaks of S Enteritidisinfection and outbreak-associat-
ed deaths occurring in hospitals and nursing homes during
the 1990s. Although the exact reason for the overall
decline in infections and outbreaks has not been proven,
the many prevention and control measures implemented
throughout the 1990s likely played arole. These measures
include tracebacks, on-farm testing, quality assurance pro-
grams, regulations regarding refrigeration, educational
messages for safe handling and cooking of eggs, and
enhanced surveillance.

Tracebacks have been important in identifying farms
associated with outbreaks and in tracing the spread of S
Enteritidis. A study of tracebacks completed in response to
egg-associated outbreaks in the early 1990s showed that S
Enteritidis was isolated from the environment of al 14
implicated flocks tested (9). Diversion of eggs from S
Enteritidis—positive farms to pasteurization or hard-cook-
ing facilities has also shown to be an effective strategy in
reducing the number of human cases (10).

Quality assurance programs, first implemented in the
Northeast in the early 1990s, have been essential in moni-
toring and controlling the spread of S. Enteritidis. A USDA
survey found that 56% of egg-layer farmsin 15 states par-
ticipated in a quality assurance program and that the num-
ber of farms routinely testing for S Enteritidis had
increased from 16% in 1994 to 58% in 1999 (15). Other
important on-farm interventions include flock-based con-
trol methods such as purchasing replacement chicks from
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S Enteritidis—negative breeders, switching to a more S
Enteritidis—resistant breed of layer flock, and/or the use of
vaccines in commercia pullet flocks.

Ensuring that eggs are fresh and that they are transport-
ed and stored properly are crucial stepsin reducing illness.
A risk assessment estimated that refrigerating eggs imme-
diately after packing or laying could reduce S. Enteritidis
illness by 8% and 12%, respectively (16). In August 1999,
the USDA issued regulations stating that eggs packed for
the consumer be stored and transported at a temperature of
no higher than 45°F (7.2°C) and that containers for con-
sumers be labeled to indicate that refrigeration is required
(17). A 2000 Food and Drug Administration (FDA) rule
also requires refrigeration of eggs offered for sale at retail
stores (18). In addition, 17 states required an expiration or
“sell-by” date on egg cartons in 1999 (19). Additional
measures, such asin-shell egg heat pasteurization and irra-
diation, are currently available, although the effects of
these on preventing human infections have not yet been
measured.

Consumers and food service workers can prevent many
human infections by handling and cooking eggs properly.
A recent FDA rule requires that a safe handling statement
be put on all cartons of shell eggs that have not been treat-
ed to destroy Salmonella (20). This statement explains that
illness from bacteria can be prevented by keeping eggs
refrigerated, by cooking eggs until the yolks are firm, and
by thoroughly cooking egg-containing foods. The FDA
Model Food Code advises against pooling of eggs and rec-
ommends that pasteurized eggs or egg products be substi-
tuted for raw shell eggsin the preparation of foods that are
not cooked (21). The decrease in healthcare-associated
deaths may be a response to the reduction in pooling of
eggs, more widespread use of pasteurized eggs, and the
increased education of food workers in these facilities.
This decline shows that cases of S Enteriditis infection
were prevented in persons at highest risk for serious com-
plications from S Enteritidis infection, in particular, the
elderly and persons with weakened immune systems.

No. of
Outbreaks

88 89 90 91 92 93 94 95 96

Year

Figure 5. Frequency of outbreaks of Salmonella Enteritidis infec-
tion, by phage type (PT), United States, 1988-1999 (N = 346).
Phage types were not collected until 1988.
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Continued surveillance and outbreak investigations
may help identify new vehicles of S. Enteritidis infection.
Although a known risk factor in Europe, poultry has not
previously played a large role in such infections in the
United States. Our surveillance showed that in outbreaks
with a known vehicle that did not contain eggs, poultry
was the most common food vehicle. A study of sporadic S.
Enteritidisinfectionsin the United Statesimplicated chick-
enasarisk factor for S Enteritidisillness (22). In addition,
a USDA survey of large production facilities that use
Hazard Analysis and Critical Control Points (HACCP)
plans found S Enteritidis on 2.4% of broilers at slaughter
(23). In 2000, sprouts and unpasteurized juice were identi-
fied asfood vehiclesin two S Enteritidis outbreaks (CDC,
unpub. data). These findings suggest that “new” vehicles
may begin to play alarger part in future outbreaks.

Phage typing has proved to be a useful method for mon-
itoring the spread of various strains in the United States
over time. The appearance of S. Enteritidis PT4 in Europe
led to a dramatic increase in the number of human S
Enteritidisinfections. In the United States, PT8 and PT13a
were the predominant phage types during the 1980s, and S.
Enteritidis PT4 was not associated with domestically
acquired S Enteritidis infections. In 1993, the first U.S.
outbreak of S Enteritidis PT4 infection occurred in Texas
(24), and over the next 3 years, PT4 caused human illness
in California, Utah, Nevada, Arizona, and Hawaii. The
introduction of PT4 in Utah caused afive-fold increase in
human S. Enteritidis cases within 6 months (25). This par-
alleled theintroduction of S. Enteritidis PT 4 into southern
Cdlifornia in 1994, where it also caused a substantial
increase in human illness (7). Since then, the number of
outbreaks in the Pecific region has increased greatly. S
Enteritidis PT 4 has also been isolated from eggs and the
farm environment of laying flocks implicated as sources
for human outbreaks (25). Despite the increase in cases
and outbreaks caused by PT4, severity of disease does not
appear to be increasing. Hospitalization and death rates
seen in PT4 outbreaks do not differ from those of other
phage types. Understanding the spread of S. Enteritidis
PT4 and other emerging phage types may give new clues
to the prevention of human illness.

Despite these declines in S Enteritidis infection, much
more remains to be done. Cases of infection identified
through outbreak investigations represent only a small
fraction of reported infections. It is estimated from
FoodNet* datathat for every case of S Enteritidisinfection
identified as many as 37 go unrecognized (D. Voetsch et d,
unpub. data). So, in 1999, as many as 200,000 cases may
have occurred, of which only 5,343 were reported to CDC
(1). To return to the 1976 baseline rate of 0.55 S
Enteritidis infections per 100,000 persons, a further 72%
reduction in reported infections is required. A risk assess-

ment conducted by USDA suggests that a broad-based pol-
icy is likely to be more effective in eliminating egg-asso-
ciated S Enteritidis illness than a policy directed solely at
one stage of the continuum from egg production to con-
sumption (16). To meet the challenge of further reducing
such infections, the President’'s Council on Food Safety
announced an Egg Safety Action Plan on December 10,
1999, with the interim goa of reducing egg-associated S
Enteritidis illnesses by half by 2005 and eliminating them
by 2010 (26). The plan calls for cooperation between
industry, regulatory agencies, and local, state, and federal
officials to implement specific controls along the entire
farm to table continuum.

Conclusion

The incidence of S. Enteritidis illness and the number
of such outbreaks in the United States have decreased by
almost 50% between the mid-1990s and 1999. The most
dramatic changes were the decrease in the number of out-
breaks seen in the Northeast and the reduction in numbers
of outbreaks and S Enteritidis—associated deaths in hospi-
tals and nursing homes. Although the exact mechanism
behind these decreases has not been explained, the reduc-
tions were likely a result of intervention programs along
the farm-to-table chain. Despite these accomplishments,
more work needs to be done. Further success will be meas-
ured by our ability to consistently apply and successfully
monitor S Enteritidis prevention and control measures
along the entire farm-to-table continuum.

Ms. Patrick is an epidemiologist with the DeKalb Country
Board of Health, Decatur, Georgia, USA. Her research interests
include infectious disease epidemiology and international health.
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Emerging Issues in Virus Taxonomy

Marc H.V. van Regenmortel* and Brian W.J. Mahyt

Viruses occupy a unique position in biology. Although
they possess some of the properties of living systems such
as having a genome, they are actually nonliving infectious
entities and should not be considered microorganisms. A
clear distinction should be drawn between the terms virus,
virion, and virus species. Species is the most fundamental
taxonomic category used in all biological classification. In
1991, the International Committee on Taxonomy of Viruses
(ICTV) decided that the category of virus species should be
used in virus classification together with the categories of
genus and family. More than 50 ICTV study groups were
given the task of demarcating the 1,550 viral species that
were recognized in the 7th ICTV report, which was pub-
lished in 2000. We briefly describe the changes in virus
classification that were introduced in that report. We also
discuss recent proposals to introduce a nonlatinized bino-
mial nomenclature for virus species.

n the 7th report of the International Committee on

Taxonomy of Viruses (ICTV), viruses were described as
elementary biosystems that possess some of the properties
of living systems such as having a genome and being able
to adapt to a changing environment (1). Viruses belong to
biology because they possess genes, replicate, evolve, and
are adapted to particular hosts, biotic habitats, and ecolog-
ical niches. However, viruses cannot capture and store free
energy, and they are not functionally active outside their
host cells. Although they are pathogens, viruses should not
be considered pathogenic microorganisms since they are
not alive. The simplest system that can be said to be alive
is a cell. Cells acquire the autonomy that is characteristic
of living systems through a complex set of integrated,
metabolic activities. However, none of the individua con-
stituents of cells, such as organelles or macromolecules,
can be said to be dive. A virus becomes part of a living
system only after it has infected a host cell and its genome
becomes integrated with that of the cell. Viruses are repli-
cated only through the metabolic activities of infected
cells, and they occupy a unique position in biology. They

*University of Strasbourg, France; and tCenters for Disease
Control and Prevention, Atlanta, Georgia, USA

are nonliving infectious entities that can be said, at best, to
lead a kind of borrowed life.

Viruses versus Virus Particles or Virions

A virusis ageneral term which denotes any number of
concrete objects that possess various relational properties
(for instance, its host, vector, and infectivity) that arise by
virtue of a relation with other objects. These relational
properties, also called emergent properties, are characteris-
tic of the viral biosystem as a whole and are not present in
its constituent parts. When a virus undergoes its so-called
life cycle, it takes on various forms and manifestations, for
instance, as a replicating nucleic acid in the host cell or
vector. One stage in this cycle is the virus particle or viri-
on, which is characterized by intrinsic properties such as
size, mass, chemical composition, nucleotide sequence of
the genome, and amino acid sequence of protein subunits,
among others. Virions can be fully described by their
intrinsic chemical and physical properties, and that
description does not entail the relational properties that
belong to the virus.

Confusion sometimes arises when avirion is called the
virus, as, for instance, when one refers to “the picture of
the virus® or to the process of “purifying the virus.” What
is actually meant in such cases is a virus particle, not a
virus. Confusing virus with virion is similar to confusing
the entity insect, which comprises several different life
stages, with a single one of these stages, such as pupa,
caterpillar, or butterfly.

The Species Concept in Virology

Since viruses, like other biological entities, are concrete
objects located in time and space, their classification is a
purely conceptual construction, based on the use of
abstract categories that have no spatiotemporal localiza-
tion (1). Virus classification places the viruses in a series
of classes or taxonomic categories with a hierarchical
structure, the ranks being the species, genus, family, and
order. These classes are abstractions, i.e., conceptual con-
structions produced by the mind, and they should not be
confused with the real, disease-causing objects studied by
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virologists. Centrifuging the family Picornaviridae, the
genus Enterovirus, or the species Poliovirus is impossible
for the simple reason that abstractions, i.e. ideas, cannot be
centrifuged. For the same reason, a virus species cannot
cause a disease, since abstractions do not cause diseases
(with the exception of psychosomatic disease). The con-
crete virus entity that causes a disease can, however, be a
member of an abstract virus species. Concrete objects like
viruses can be members of an abstract entity, that is, an
entity of adifferent logical type, although they cannot be a
part of such an abstract concept. Class inclusion or class
membership is the correct relationship between avirus and
the species category to which it belongs. One often reads
that the species Mus musculus has been inoculated with
one or other virus species. The correct statement is that a
mouse (a member of the species Mus musculus) has been
inoculated with a member of viral species X.

Although species is the most fundamental taxonomic
category in al biological classifications, it was only in
1991 that the ICTV agreed that the concept of virus species
should be uniformly applied in virus classification. For
many years, plant virologists had been arguing that the
concept of species was not applicable to viruses because
they are not sexually reproducing organisms (2,3). These
virologists took the view that the only legitimate species
concept was that of biological species, defined on the basis
of gene pools and reproductive isolation. Such a concept is
clearly not applicable to entities like viruses that replicate
by clonal means (4). However, many other species con-
cepts are currently used in biology, some of them applica-
ble to asexual organisms. As many as 22 different species
concepts have been applied in variousfields of biology (5).

For virus species to become accepted by the virologic
community, coining a definition to which virologists could
subscribe was necessary. In 1991, the ICTV endorsed the
following definition: “A virus species is a polythetic class
of viruses that constitute a replicating lineage and occupy a
particular ecological niche” (6-8). This definition was no
longer based on purely phenetic criteria of similar charac-
teristics but stressed the cohesive forces present in ances-
tral-descendant biological populationsthat share acommon
biotic niche. Another important feature of the definition is
that a virus species is defined as a polythetic class rather
than as a traditional universal class. A polythetic class con-
sists of members which have a number of properties in
common but which do not al share a single common prop-
erty that could be used as a defining and discriminating
property of the species because it is absent in other species.
This situation isillustrated in the Figure.

The advantage of defining virus species as polythetic
classes is that individual viruses that lack one or other
characteristic normally considered typical of the species
can be accommodated. This advantage is particularly rel-
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Figure. Schematic representation of five members of a polythetic
class characterized by five properties, 1-5. Each member pos-
sesses several of these properties, but no single property is pres-
ent in all the members of the class. This missing property in each
case is represented by the gray sector.

evant for entities like viruses that undergo continual evo-
lutionary changes and show considerable variability. In
practice, a single discriminating characteristic, such as a
particular host reaction or a certain percentage of genome
sequence identity, cannot be a defining property of any
virus species. Rather, a combination of properties always
provides the rationale for deciding whether a virus should
be considered a member of a particular species. Thus, dif-
ferent virus species do not have sharp boundaries. Rather,
they should be viewed as fuzzy sets with hazy boundaries
(1,9).

Species are thus very different from the other taxonom-
ic categories used in virus classification such as generaand
families. A viral family, for instance, is a so-called univer-
sal class that consists of members, al of which share a
number of defining properties that are both necessary and
sufficient for class membership (10). Allocating a virus to
a family or a genus is thus an easy task since al that is
required isto consider a few morphologic or chemical fea-
tures that suffice to unambiguously position the virus in
the classification scheme. For instance, all members of the
family Herpesviridae are envel oped viruses that contain an
icosahedral particle and double-stranded DNA, whereas all
members of the family Adenoviridae are nonenveloped
viruses that contain an icosahedral particle and double-
stranded DNA, with projecting fibers at the vertices of the
protein shell. In contrast, alocating a virus to a particular
species is often a matter of convenience or convention
rather than of logical necessity based on an unequivocal
defining property.

Demarcating Virus Species and Identifying Viruses

It is a common misperception that once the concept of
virus species has been defined, deciding if a particular
virus is a member of a certain virus species is easy. This
expectation arises because of a failure to appreciate that
definitions apply only to abstract concepts, such as the
notion of species taken as a class. Individual viruses, like
individual people or any other concrete entities, can be
named and identified by so-called diagnostic properties,
but they cannot be defined (11). The difference between
definition and identification can be illustrated by the fol-
lowing analogy. Transportation vehicles can be classified
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into categories such as buses, trucks, and cars. Cars can be
defined as a type of vehicle with four wheels, capable of
transporting a limited number of persons, not exceeding a
certain size or weight. However, such a definition will be
of no use in discriminating between a Ford and a Toyota
To ascertain whether an individual vehicle corresponds to
a particular make of car, a set of distinguishing character-
istics that make it possible to identify each car must be
used. In a similar way, the theoretical definition of the
species category that the ICTV endorsed in 1991 is not
helpful for recognizing and distinguishing the viruses that
are members of individual species. What isrequired is that
virologists reach an agreement about which diagnostic
properties are the most useful for identifying the individual
members of avirus species. Since ICTV study groups (12)
are mostly responsible for deciding which virus species
should be recognized within individual genera and fami-
lies, these specialty groups, with their in-depth knowledge
of particular areas in virology, have been given the task of
establishing which diagnostic properties are most useful
for species demarcation.

To differentiate between individual species, it is neces-
sary to rely on properties that are not present in all the
members of a genus or family, since obviously such prop-
erties will not permit species demarcation. For example,
characteristics such as virion morphology, genome organi-
zation, method of replication, and number and size of
structural and nonstructural proteins are properties shared
by al the members of a genus or family. Therefore, these
characteristics cannot be used for demarcating individual
species within a given genus. The following properties are
useful for discriminating between virus species (13):
genome sequence relatedness, natural host range, cell and
tissue tropism, pathogenicity and cytopathology, mode of
transmission, physicochemical properties, and antigenic
properties.

All of these characteristics are not equally important
for demarcating speciesin different viral genera and fam-
ilies, however. There is, in fact, no need to harmonize
diagnostic criteria across all species, genera, and families.
In some families, certain diagnostic criteria will be more
important than in others, not the least because the practi-
cal needs for making certain distinctions are not the same
in all areas of virology. The major purpose of virus classi-
fication is to partition the world of virusesinto a coherent
scheme of easily recognizable entities that answers to the
everyday needs of practicing virologists. From a human
perspective, not al hosts are equally relevant. Thus,
human pathogens or pathogens that infect animals and
plants of economic importance will be studied more inten-
sively than, say, the viruses that infect the myriad species
of insects. Finer distinctions based on relatively minor dif-
ferences in host range, pathogenicity, or antigenicity may

thus be made in the case of viruses that are of particular
interest to humans. For instance, differences in the anti-
genic and genomic properties of individual human aden-
oviruses may be considered sufficient reason to allocate
these viruses to separate species, whereas the same degree
of antigenic dissimilarity would in other cases lead such
entities to be considered serotypes of the same species.
Allocating viruses to different species requires that an
answer be given to the perplexing question of identity:
how different must two viruses be to be considered differ-
ent types of virus and therefore members of different
species? Mutants or pathogenic variants that are clearly
distinguishable from the wild-type virus will, however,
generally be recognized as being the same type of virus,
and they will, therefore, be considered, in terms of taxon-
omy, to be members of the same virus species.

Deciding whether individual virus isolates correspond
to strains or serotypes of one species or belong to separate
species remains in many cases one of the challenges that
must still be addressed by many ICTV study groups. Virus
identification is usually a comparative process whereby
individual isolates are compared with the members of
established virus species. Since virus species are polythet-
ic, the comparison should involve a number of different
characteristics rather than the presence or absence of asin-
gle key feature. However, the use of several characteristics
is essential only for demarcating individua polythetic
species and for constructing an acceptable classification
scheme. Once a species has been established on the basis
of several demarcation criteria, identifying a virus isolate
as a member of that species by considering only a few
properties may be possible. For instance, if a virus isolate
reacts with a panel of monoclonal antibodies in the same
way as an established member of a given species, the virus
will be considered as a member of that species.

The 7th ICTV Report

The 7th ICTV report (14) was published in 2000, five
years after the 6th report (15). Whereas the 6th report
described 1 order, 50 families, and 164 genera, the 7th
report contained 3 orders, 63 families, and 240 genera. In
the 6th report, >3,600 viral entities were listed, in many
cases without a clear indication of their status as species,
strains, serotypes, or isolates. In the 7th report, the criteria
used for demarcating virus species within a genus were
defined for many of the genera, which resulted in alist of
1,550 officially recognized viral species. The major
changes in the classification scheme introduced in the 7th
report have been summarized by Fauquet and Mayo (16).

Names and Typography of Virus Species
In earlier ICTV reports, names of orders, families, sub-
families, and genera were written in italics with a capital
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initial letter and had the following endings: -virales for
orders, -viridae for families, -virinae for subfamilies and
—virusfor genera. The revised code (17) extends this typo-
graphic convention to the names of virus species in order
to give a visible sign that species were recognized viral
taxa, just as are genera and families. In most cases, the
English common names of viruses have become the
species hames, and these are written in italics with the ini-
tial letter capitalized (17,18). The effect is to discriminate
between virus species officially recognized by the ICTV
and other viral entities such as tentative species, vira
strains, serotypes, or other subspecific entities within a
species. This new typography has met with some criticism
(19,20) and corresponding rebuttals (21,22), but it is now
generally applied in most scientific journals and books on
virology (23).

Thevalue of using italicsisthat it visibly reinforcesthe
status of the corresponding species as a taxonomic entity,
i.e., aformal, abstract class, distinct from the concrete viral
objects that replicate and cause disease and that are written
in Roman characters. Only if it is necessary to draw atten-
tion to the taxonomic position of the virus under study will
it be necessary to refer to the official species name written
in italics. Even then, the official name need be given only
once, probably in the introduction or Materials and
Methods sections (e.g.,, Measles virus, genus
Morbillivirus, family Paramyxoviridae). In publications
written in languages other than English, the use of italics
for the English official species name would also indicate
the alien nature of the term. In such publications, the com-
mon names of viruses will be those used in that language
and not the English names. The use of italicized English
instead of italicized Latin for the names of virus species
reflects the emergence of English as the modern language
of international scientific communication, and it also does
away with the invidious task of having to coin new Latin
names for all virus species (21).

By introducing italicized virus species names, the
ICTV in no way intended to replace the existing vernacu-
lar or common names of viruses written in Roman charac-
ters (21,24). The viruses studied by virologists are con-
crete, disease-causing entities and not abstract classes, and
they should continue to be referred to by their common,
nonitalicized names. Asrecently reiterated by Drebot et al.
(25), only the names of viral taxonomic classes are written
in italics, not the names of viruses. In scientific articles,
authors need to refer most of the time to the virus as a
physical entity rather than as a member of a taxonomic
class. Therefore, the common name written in Roman
characters will most often be used; the species name, in
italics, will appear only once for the purpose of taxonomic
placement of the virus being discussed.

PERSPECTIVES

A Proposed Binomial Nomenclature for Virus Species

For many years, some plant virologists have been using
an unofficial binomial system for referring to virus species
(as well as to viruses). In this system, the italicized word
virus appearing at the end of the current official species
name is replaced by the genus name, which also endsin “-
virus” (20,25). Thus Bluetongue virus becomes
Bluetongue orbivirus and Measles virus becomes Measles
morbillivirus. The advantage of such asystemisthat inclu-
sion of the genus name in the species name indicates rela-
tionships with other viruses and therefore provides addi-
tional information about the properties of the members of
the species. To nonspecialists, it would then be immediate-
ly obvious that HepatitisA, B, and C viruses are very dif-
ferent entities, belonging to different genera, were their
official names Hepatitis A hepatovirus, Hepatitis B ortho-
hepadnavirus, and Hepatitis C hepacivirus.

Such a binomial system for species names would also
have the advantage of clearly distinguishing between the
species name written in italics (Measles morhillivirus) and
the common, nonitalicized virus name, measles virus. At
present, the distinction between the species name and the
virus name in most cases relies only on typography (i.e.,
Measles virus versus measles virus), which can lead to
confusion (24).

Whether nonlatinized binomials should become the
official species names of viruses has been debated within
the ICTV for many years (21,22,25-28). Although most
plant virologists have favored the use of binomials for
many years (29), to what extent human and animal virolo-
gists would find the system acceptable has not been
known. Asthe ICTV strives to develop a universal system
of nomenclature approved by al virologists (17), it is
bound to move cautiously before changing al the current,
official names of virus species. Since very few virologists
express their views on matters of taxonomy (21,22), suc-
cessive ICTV Executive Committees have always found it
difficult to poll the representative opinion of virologists
worldwide (30), and it is not clear what sort of democratic
process would satisfy those who criticize ICTV decisions.
During 2002, efforts were made to canvass virologists
regarding their acceptance of abinomial system of species
names; the results of two ballots showed that a sizeable
majority (80%-85%) of the 250 virologists who expressed
an opinion werein favor of abinomial system (24,31). The
new ICTV Executive Committee established at the 12th
International Congress of Virology, held in Paris in July
2002, will decide in the near future if binomia names of
virus species should be introduced. A list of current virus
species names, together with their binomial equivalents,
can be found on ICTV net (available from: URL.:
www.danforthcenter.org/ILTAB/ICTV net/).
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Abbreviations for Virus Names

To avoid repetition, authors of virology papers use
abbreviations for virus names, once the full name has been
given. Since it is only the common names that are used
repeatedly in a given text, abbreviating them (rather than
the current official species names or their binomia coun-
terparts if binomials were to become the official names)
makes sense.

Although the ICTV does not have a constitutional
responsibility for devising appropriate abbreviations, it has
over the years published severa lists of recommended
abbreviations of virus names. Initially, these were abbrevi-
ations for the common names of viruses (32,33), but sub-
sequently they were published as abbreviations for the
names of virus species (34,35). Although the names of the
viruses and of the corresponding viral species are usually
the same, they are not necessarily so, and it could be
argued that species names do not need to be abbreviated at
all. The abbreviations recommended by ICTV should
therefore apply only to the names of viruses. Although an
emerging discipling, virus taxonomy is essential to the
working virologist, and we need to achieve universal
agreement on the principles so that we can freely commu-
nicate without misunderstanding (36,37).
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Fungal Biofilms and Drug
Resistance

Mary Ann Jabra-Rizk,* William A. Falkler,* and Timothy F. Meiller*

Candida species, including the novel opportunistic
pathogen Candida dubliniensis, are now emerging as
major agents of nosocomial infections. Many such manifes-
tations of infections associated with the formation of
Candida biofilms include those occurring on devices such
as indwelling intravascular catheters. Fungal biofilm-asso-
ciated infections are frequently refractory to conventional
therapy because of resistance to antimicrobial agents. This
resistance could be in part due to the surface-induced
upregulation of drug efflux pumps. Biofilm-associated
Candida show uniform resistance to a wide spectrum of the
currently available conventional antifungal agents, which
implies that antimicrobial drugs that specifically target
biofilm-associated infections are needed. The novel class-
es of antifungal agents, the lipid formulation of ampho-
tericins, and the echinocandins have demonstrated unique
antifungal activity against the resistant Candida biofilms,
providing a breakthrough in the treatment of life-threatening
invasive systemic mycoses. The use of drugs effective in
combating biofilm-associated infections could lead to major
developments in the treatment of fungal implant infections.

he genus Candida is composed of an extremely hetero-

geneous group of organisms that grow as yeasts. Most
members of the genus also produce a filamentous type of
growth (pseudohyphae) (1). In addition to pseudohyphae,
Candida albicans and C. dubliniensis form true hyphae
(germ tubes) and thick-walled cells referred to as chlamy-
dospores, both of which are used by mycology diagnostic
laboratories in identifying these species (1). Candida
Species are now emerging as major agents of hospital-
acquired infections; they are ranked as the third or fourth
most commonly isolated bloodstream pathogens, surpass-
ing gram-negative bacilli in frequency (2-9). Although C.
albicans is the predominant etiologic agent of candidiasis,
other Candida species that tend to be less susceptible to the
commonly used antifungal drugs such as C. krusei, C.
glabrata, C. lusitaniae, and the newest Candida species,
C. dubliniensis, have emerged as substantial opportunistic
pathogens (10). Candida dubliniensis shares with C. albi-
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cans many virulence factors, such as germ tube formation,
exoenzyme production, and phenotypic switching (10).
This species, however, unlike C. albicans, has been shown
to readily develop stable resistance to fluconazole in vitro
and in infected patients, strongly suggesting that C. dublin-
iensis possesses a readily inducible fluconazole resistance
mechanism (11-13).

Indwelling intravascular catheters represent a risk fac-
tor that is associated with nosocomial Candida infections.
The devices become colonized by the microorganisms that
form abiofilm of cells, the detachment of which can result
in septicemia (2-5,8,9,14,15). Most manifestations of can-
didiasis are in fact associated with the formation of
Candida biofilms on surfaces, and this phenotype is asso-
ciated with infection at both the mucosal and systemic sites
(8). Superficial Candida infections of prostheses and
implanted devices are troublesome and the most frequent-
ly encountered. One of the most common is oral denture
stomatitis, a Candida infection of the oral mucosa promot-
ed by a close-fitting upper denture present in 65% of eden-
tulous persons (5,8).

Microbial Biofilms

Biofilms are universal, complex, interdependent com-
munities of surface-associated microorganisms. The
organisms are enclosed in an exopolysaccharide matrix
occurring on any surface, particularly aquatic and industri-
al water systems as well as medical devices. As such,
biofilms are highly relevant for public health (4,7,15-18).
Most microorganisms grow in structured biofilms rather
than individually in suspensions and while in this environ-
ment may display altered phenotypes (2). Biofilms can be
composed of a population that developed from a single
species or a community derived from multiple microbial
species (14,17). Speculations about the ecologic advan-
tages of forming a biofilm include protection from the
environment, nutrient availability, metabolic cooperation,
and acquisition of new genetic traits (3,17). Biofilms are
notorioudly difficult to eliminate and are a source of many
recalcitrant infections (15,16). A variety of microbial
infections are caused by biofilms ranging from the com-
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mon, such as urinary tract infections, catheter infections,
child middle-ear infections, and dental plague, to more
threatening infections, such as endocarditis and infections
of heart valves (16,19). Immunocompromised patients
such as those with cancer or HIV infection are often the
most susceptible.

Although bacterial biofilms and their role in disease
have been investigated in detail over a number of years,
much less is known about fungal biofilms (2,3,8,9).
Regarding oral or pharyngeal infections, to colonize and
infect the oral environment, yeast cells must first adhere to
host cells and tissues or prosthetic materials within the oral
cavity or must coaggregate with other oral microorganisms
(8,20,21). C. albicans biofilm formation has been shownin
our laboratory and othersto proceed in three distinct devel-
opmental phases: early (011 h), intermediate (12-30 h),
and mature (3872 h) (5) (Figure 1). The detailed structure
of amature C. albicans biofilm produced in vitro after 48-
hour incubation has been shown to consist of a dense net-
work of yeasts, hyphae, and pseudohypha (Figure 2). This
mixture of yeasts, hyphae, and matrix material is not seen
when the organism isgrown in liquid culture or on an agar
surface, which suggests that morphogenesis is triggered
when an organism contacts a surface and that the basal cell
layer may have an important role in anchoring the biofilm
to the surface (2,3,5,8). In addition, bacteria are often
found with Candida speciesin biofilmsin vivo, indicating
that extensive interspecies interactions probably occur
(2,3,14,18,20).

Candida biofilms share severa properties with bacteri-
al biofilms. The two consequences of biofilm growth with
profound clinical implications are the markedly enhanced
resistance to antimicrobial agents and protection from host
defenses, the main reasons why biofilm-associated infec-
tions are frequently refractory to conventional therapy
(2,4,5,7-9,16,18,22,23). Recently, studies showed that C.
dubliniensis has the ahility to adhere to and form biofilms
with structural heterogeneity and typical microcolony and
water channel architecture similar to what has been
described for bacterial biofilms and C. albicans biofilms
(7,8). In addition, resistance of C. dubliniensis to flucona-
zole, as well as increased resistance to clinically applied
amphotericin B (8,12,13,23,24), was demonstrated in
biofilms.

Antifungal Drug Resistance

Antifungal drug resistanceis quickly becoming a major
problem in the expanding population of immunocompro-
mised persons. It has resulted in a drastic increase in the
incidence of opportunistic and systemic fungal infections.
Clinical resistance is defined as persistence or progression
of an infection despite appropriate antimicrobial therapy.
Resistance is considered primary when an organism is

SYNOPSIS

by —, ] s : 2 =
2d - - -.!_‘."‘1).' .
S A e O o e B N

Figure 1. lllustration of biofilm development in Candida albicans
and C. dubliniensis; A, early 0-11 h; B, intermediate 12-30 h; C,
mature 38-72 h; FS, flat surface; YC, yeast cell; H, hyphae; EP,
exopolymeric matrix.

resistant to the drug before exposure, whereas secondary
resistance is that which develops in response to exposure
to the drug (25). This latter mechanism of resistance
accounts for the emergence of resistance to azoles seen
over the last few years. Azole antifungal agents have
become important in the treatment of mucosal candidiasis
in HIV patients. Specifically, fluconazole is considered the
drug of choice for the most common HIV-associated
opportunistic infections in the oral cavity (26). Increased
use of the azoles, coupled with the fact that they are
fungistatic drugs, has likely resulted in the emergence of
resistance to azoles.

Major genes that contribute to drug resistance are those
coding for multidrug efflux pumps, the upregulation of
which can result in a multidrug-resistant phenotype
(2,5,9,26,27). C. albicans and C. dubliniensis possess two
different types of efflux pumps: adenosine triphos-

Figure 2. Typical field found in scanning electron micrograph of
biofilm formed by Candida albicans on an intravascular disc pre-
pared from catheter material.
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phate—binding cassette (ABC) transporters encoded by the
CDR genes (CDR1 and CDR2) and major facilitators
encoded by the MDR genes (2,12,26-28). Genes for both
types of efflux pumps have been recently demonstrated to
be upregulated during biofilm formation and devel opment
(2,5,9). The ABC transporters CDR1 and CDR2 in C. albi-
cans and C. dubliniensis constitute a multigene family
with a demonstrated role in resistance (5,9,12). The MDR1
gene encodes a mgjor facilitator, the overexpression of
which leads exclusively to fluconazole resistance (5,9,12).

Antimicrobial Drug Resistance

Microbial biofilms not only serve as anidus for disease
but also are often associated with high-level antimicrobial
resistance, a consistent phenomenon that may explain the
persistence of many infections in the face of appropriate
antimicrobial therapy (15,29). A study by Ramage et al. (9)
analyzed the expression of C. albicans MDR1, CDR1, and
CDR2 genes during both planktonic and biofilm modes of
growth. Yeast biofilms were formed in the wells of
microtiter plates by pipetting standardized cell suspension
of freshly grown and washed yeast cells into wells of
microtiter plates and incubating at 37°C (9). After biofilm
formation, the medium was aspirated and nonadherent
cells were removed by thoroughly washing the biofilm.
Antifungal susceptibility testing was performed by adding
antifungal solution to the biofilms in serialy diluted con-
centrations and incubating for 48 hours at 37°C. MICs for
biofilm cells were determined by using the XTT reduction
assay, which semiquantitatively measures the metabolic
activity of the cells within the biofilm based on a color
change on the reduction of a salt that is reduced by mito-
chondrial dehydrogenases of metabolically active yeast
cells (9).

Northern blot analysis from the study showed that
MRNA levels for these genes were upregulated when the
C. albicans cells were in a sessile mode of growth com-
pared with planktonic cells, with mRNA levels for the
MDR1 gene transiently increased in 24-hour biofilms,
which indicates that efflux pumps are upregulated in cells
within a biofilm, possibly contributing to the observed
azole resistance (9). However, mutant strains deficient in
efflux pumps and hypersusceptible to fluconazole when
grown in a planktonic mode retained a resistant phenotype
during biofilm growth. Thisfinding demonstrates that drug
resistance in biofilms is complex and involves more than
one mechanism (8).

The mechanisms by which Candida biofilms resist the
functions of antifungal agents are therefore poorly under-
stood. Factors that have been considered to be responsible
for the increased resistance to antibiotics in bacteria
biofilms include restricted penetration of antimicrobials
caused by the exopolymeric material (EP) (14). Baillie et

al. (4) analyzed the composition of C. albicans biofilms by
isolating EP from catheter tips with adherent biofilm and,
after removing the cells in suspension, concentrating and
dialyzing the supernatant. The concentrated supernatant
was then analyzed for total carbohydrate, phosphorous,
protein, glucose, and hexosamine by chemical methods
and by high-pressure liquid chromatography. Results of
that study showed that the extent of matrix formation in
Candida biofilm did not appear to affect the susceptibility
of biofilms to five clinically important antifungal agents.

The potentia for drug exclusion by the biofilm matrix
that may act as a barrier to fluconazole penetration in
biofilms of mixed species of Candida and oral bacteria
seems to depend on a number of factors; data supporting
this mechanism of resistancein bacterial biofilm are strong
(2,4,7,8,17). Growth rate has been considered as an impor-
tant modulator of drug activity in bacterial biofilms.
Biofilms are thought to grow slowly because nutrients are
limited, resulting in decreased metabolism of the microor-
ganisms (2,7,8,16,29). A slow growth rate is frequently
associated with the adoption of a different phenotype by
microorganisms such as changes in the cell envelope,
which in turn affect the susceptibility of the microorgan-
ism to antimicrobial agents. In addition, virtualy all
antimicrobial drugs are more effective in killing rapidly
growing cells, and some have an absolute requirement for
growth in order to kill (16).

Regarding fungal biofilms, however, a study by
Chandra et al. (5), related to the increase of antifungal
resistance during biofilm development, showed that the
progression of drug resistance was associated with
increase in metabolic activity of the developing biofilm
and was not areflection of slower growth rate, which indi-
cates that drug resistance develops over time, coincident
with biofilm maturation. This was the first report correlat-
ing the emergence of antifungal drug resistance with the
development of biofilm (4).

Since the drug resistance in C. albicans biofilms cannot
be attributed solely to matrix exclusion or slow growth
rate, contact-induced gene expression for acquiring char-
acteristic properties is probably an additional mechanism
by which drug resistance is acquired (4,15). In addition,
synthesis of new proteins occurs after C. albicans attaches
to surfaces, which suggests that drug resistance might also
arise as a consequence of specific surface-induced gene
expression (4). Quantitative analysis of planktonic EP in
comparison to C. albicans biofilm EP showed that glucose
was more abundant in biofilm EP than planktonic EP, also
suggesting that C. albicans might produce biofilm-specif-
ic EP by differentially regulating genes encoding enzymes
involved in carbohydrate synthesis (4,5). In addition, the
expression profile of C. albicans genes belonging to the
ALS family, which encode proteins implicated in adhesion
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of C. albicansto host surfaces, was investigated. Northern
blot analysis of total RNA from planktonic and biofilm-
grown cells demonstrated that ALS gene expression is dif-
ferentially regulated between the two growth forms, with
additional genes expressed in biofilms (4,5). These obser-
vations provide further evidence for contact-induced gene
expression and transcriptional changes that are likely to
occur during biofilm formation.

A recently proposed hypothesis on bacterial biofilm
drug resistance asserts that most cells in the biofilm may
not necessarily be more resistant to killing than planktonic
cells. Rather, afew persisters survive and are preserved by
the presence of an antimicrobial drug that slows their
growth, paradoxically helping persisters to persevere and
resist being killed. Thus persisters are ultimately responsi-
ble for the high level of biofilm resistance to killing
(8,16,22,29). The nature of persistence and whether it even
applies to fungal biofilms, however, is not clearly under-
stood. The ability to eliminate defective cells that would
otherwise drain limited resources may be a substantial
adaptive value to a clonal population such as a biofilm
community. Cells with serious defects undergo pro-
grammed cell death (PCD). Antimicrobial drugs that do
not kill cells but cause damage trigger suicide, resulting in
death from apoptosis. Persisters could represent cells with
disabled PCD as a safety mechanism aimed at preventing
suicide when a antimicrobial drug reaches the entire popu-
lation or when nutrients are limited. Therefore, inhibition
of PCD to prevent suicide alows starved cells to develop
tolerance to antimicrobial drugs (16).

With fungal biofilms serving as a safe reservoir for the
release of infecting cells into the ora or other environ-
ment, biofilm formation by C. dubliniensisand C. albicans
likely represents a key factor in their survival, with impor-
tant clinical repercussions. Treating life-threatening inva-
sive mycoses with new antifungal agents that are active
against biofilms and effective in combating biofilm-asso-
ciated infections is important. Recently, studies showed
some antibiofilm activity with the new lipid formulations
of amphotericin B and the two echinocandins (caspofungin
and micafungin), a new class of antifungals (2,24,29).
These interesting findings could lead to important devel-
opments in the treatment of fungal implant infections.

Class of Antifungal Drugs

The antifungal agents currently available for the treat-
ment of systemic fungal infections are classified by their
site of action in fungal cells. The polyene antifungal
agents, which include nystatin and amphotericin B, are
fungicidal and have the broadest spectrum of antifungal
activity of the available agents (30,31). The polyenes cause
the fungal cell to die by intercalating into ergosterol-con-
taining membranes, the major sterol in fungal membrane,
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to form channels and destroy the proton gradient in the cell
with leakage of cytoplasmic content (30,31). Intravenous
amphotericin B has been the drug of choice for invasive
fungal infections (30). The most serious side effect of
amphotericin B therapy is nephrotoxicity. To reduce the
nephrotoxicity of conventional amphotericin B, lipid for-
mulations are being used that have comparable antifungal
activity but differ in the pharmacologic and toxicologic
properties (24)

The azoles comprise the second class of antifungal
agents and include the imidazoles (clotrimazole, micona-
zole, and ketoconazol€) and the triazoles (fluconazole and
itraconazole). The azoles inhibit ergosterol biosynthesis
through their interactions with the enzyme lanosterol
demethylase, which is responsible for the conversion of
lanosterol to ergosterol in the fungal cell membrane, lead-
ing to the depletion of ergosterol in the membrane (30,31).
Fluconazole is well tolerated with very low incidence of
side effects and is the most effective agent for the treat-
ment of oropharyngeal and vaginal candidiasis, as well as
prophylaxis for fungal infections in neutropenic patients
undergoing bone marrow transplantation and for oropha-
ryngeal candidiasisin HIV-infected persons (30).

5-Flucytosine (5-FC) is a nucleoside analog and consti-
tutes the third class of antifungal agents. After its uptake
into the fungal cell, 5-FC ultimately leads to the disruption
of DNA and protein synthesis of the fungal cell (30,31).
Flucytosine is primarily used in combination with ampho-
tericin B for the treatment of candida endophthal mitis and
cryptococcal meningitis (30,31).

New Classes of Antifungal Drugs

The echinocandins and their analogs, the pneumocan-
dins, represent the newest class of antifungal drugs
(19,29,31-40). They inhibit the synthesis of 1,3-3-D-glu-
can, a fundamental component of the fungal cell wall by
the inhibition of 1,3 3-D-glucan synthase, an enzyme com-
plex that forms glucan polymers in the cell wall and is
absent in mammalian cells. The inhibition is effective and
specific, and brief exposure leads to cell death. The potent
antifungal activity of the echinocandins against Candida
species was demonstrated by Cuenca-Estrella et al. (33)
and Quindos et al. (24), who evaluated the in vitro activity
of LY 303366, a semi-synthetic echinocandin B derivative,
against 156 clinical isolates of Candida species and 36 C.
dubliniensis clinical isolates, respectively. Results showed
that LY 303366 had potent activity against several Candida
species including C. albicans, C. tropicalis, as well as C.
glabrata and C. krusei, two species usually considered
refractory to azoles. Similarly, 100% of the isolates were
susceptible to the new antifungal drugs, indicating that
echinocandins may provide new alternatives to flucona-
zolefor treating C. dubliniensis infections (24). The excel-
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lent in vitro activity of echinocandins demonstrated
against fluconazole-resistant Candida species strains indi-
cates that the echinocandins are very promising as novel
antifungal agents with important implications for the treat-
ment of infections by these yeasts (24,33,34). Their unique
mode of action and their specificity to fungal cell walls
result in minimal toxicity to mammalian cells.

Discussion

By using models of C. albicans biofilms, several stud-
ies have shown uniform resistance of the organismsin the
biofilm to a wide spectrum of conventional antifungal
agents including resistance to the new triazoles (VRC and
Ravu), which have been shown to be fungicidal with
extended activity against many azole-resistant organisms.
Therefore, biofilm-associated infections are difficult to
treat, which emphasizes the need to develop antimicrobial
drugs that show activity against biofilm-associated organ-
isms and specifically target biofilm-associated infections
(5,19). The novel classes of agents, namely the lipid for-
mulation of amphotericins and the echinocandins, have
been shown to have unique activities against the resistant
Candida biofilms (19,29). However, given their large size,
that liposoma amphotericin B formulations could pene-
trate ECM to target the fungal cell wall is somewhat sur-
prising. Their dispersion in phospholipids may in fact
facilitate passage through the charged polysaccharide
ECM, which may be the mechanism by which these com-
pounds penetrate tissues (29). The mechanism of the
echinocandins against biofilm cells is still unclear. The
echinocandins probably do not exert their antibiofilm
effects primarily on the fungal cell wall since only minimal
cellular changes have been observed on biofilm-associated
Candida cells. One explanation may lie in their potential
effect on ECM kinetics, where the inhibition of polysac-
charide production by echinocandins could lead to lysis
and dissolution of the ECM (29). Further studies to deter-
mine the exact mode of action of echinocandins on
Candida biofilms are warranted.

In conclusion, the amphotericin B lipid formulations
and the echinocandins exhibit novel activity against
Candida biofilms. The use of these drugs may represent an
important step in the treatment of invasive systemic
Candida infections by enhancing retention of affected
intravascular devices and obviating the need for valve sur-
gery in Candida endocarditis (2,19,29). More importantly,
these antifungal drugs may be useful in management of
biofilm infections by fungi and may have other clinical
applications including those of oral diseases and prosthe-
ses rejection.
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Severe Acute Respiratory
Syndrome-associated Coronavirus
In Lung Tissue

Tony Mazzulli,*t1 Gabriella A. Farcas, 8 Susan M. Poutanen,*t+ Barbara M. Willey,*t
Donald E. Low,*t Jagdish Butany,T${ Sylvia L. Asa, 11 and Kevin C. Kain}§

Efforts to contain severe acute respiratory syndrome
(SARS) have been limited by the lack of a standardized,
sensitive, and specific test for SARS-associated coron-
avirus (CoV). We used a standardized reverse transcrip-
tion-polymerase chain reaction assay to detect SARS-CoV
in lung samples obtained from well-characterized patients
who died of SARS and from those who died of other rea-
sons. SARS-CoV was detected in all 22 postmortem lung
tissues (to 109 viral copies/g) from 11 patients with proba-
ble SARS but was not detected in any of the 23 lung con-
trol samples (sample analysis was blinded). The sensitivity
and specificity (95% confidence interval) were 100%
(84.6% to 100%) and 100% (85.1% to 100%), respectively.
Viral loads were significantly associated with a shorter
course of illness but not with the use of ribavirin or steroids.
CoV was consistently identified in the lungs of all patients
who died of SARS but not in control patients, supporting a
primary role for CoV in deaths.

rom its origins in November 2002 in Guangdong

Province, China, severe acute respiratory syndrome
(SARS) has become an emerging infectious disease that
has spread to areas throughout the world, including Hong
Kong, Vietnam, Singapore, Taiwan, and Canada (1).
Although controversy remains over the etiology of SARS,
the World Hedth Organization has declared a newly
described virus known as the SARS-associated coron-
avirus (SARS-CoV) as the cause (2). This announcement
has led to a rapid proliferation of different in-house labo-
ratory tests aimed at detecting either SARS-CoV—specific
antibodies or SARS-CoV nucleic acid in clinical speci-
mens. The Centersfor Disease Control and Prevention def-
inition for a confirmed case of SARS includes the results
of these laboratory tests (3). However, because different
assays are being used, comparing results from different

*Mount Sinai Hospital, Toronto, Ontario, Canada; fToronto
Medical Laboratories, Toronto Ontario, Canada; fUniversity of
Toronto, Toronto, Ontario, Canada; §Toronto General Hospital,
Toronto, Ontario, Canada; and fUniversity Health Network,
Toronto, Ontario, Canada

centers has been difficult. In addition, the inability of these
nonstandardized tests to detect SARS-CoV in all cases has
led to speculation that other agents may be associated with
SARS. Some researchers have suggested that illnesses that
progressto respiratory failure and death may not be caused
by uncontrolled viral replication but rather are the result of
an immunopathologic process (4). In arecent report of six
fatal cases of SARS, SARS-CoV was detected by reverse
transcriptase-polymerase chain reaction (RT-PCR) in post-
mortem lung tissue in only four patients (5).

The purpose of this study was to use a standardized,
commercially available, RT-PCR assay to test for the pres-
ence of SARS-CoV RNA. Lung tissue obtained at autopsy
from well-characterized patients with SARS who died dur-
ing the outbreak in Canada were compared to lung samples
obtained at autopsy from patients without SARS who died
during the outbreak and lung samples from patients who
died before the outbreak.

Methods

Patients

All patients who met the current World Health
Organization case definition of probable SARS and who
underwent a postmortem examination in Canada during
the March-April 2003 outbreak were included in this
study. Clinical details were extracted retrospectively from
hospital records. Clinical descriptions of some of these
cases have been published separately (6,7). As of May 14,
2003, a total of 24 patients died of SARS in Canada; all
died in Toronto. Of the 24 patients, autopsies were per-
formed on 11 patients. Results of ante- and postmortem
examination for routine bacterial and vira respiratory
pathogens from these 11 patients, as described elsewhere,
were negative (6).

*Drs. Mazzulli and Farcas contributed equally to the manuscript. All
authors jointly conceived and designed the study and wrote the
report. Gabriella A. Farcas performed the majority of the reverse
transcription-polymerase chain reaction assays.
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Lung Tissue Samples

A total of 22 discrete postmortem lung samples collect-
ed from these 11 patients were included in thisanalysis. An
additional 13 postmortem lung samples from 7 patients
who died during the SARS outbreak but whose deaths were
attributed to other causes were also included. The attributed
cause of death in these patients was as follows. a 46-year-
old woman died of invasive group A streptococcal infec-
tion; a 93-year-old man died of congestive heart falure; a
37-year-old man died of sudden death cardiovascular dis-
ease; a 74-year-old man died of amiodarone pulmonary
toxicity; a 78-year-old woman died of dementia and aspira-
tion pneumonia; a 47-year-old woman died of diabetes and
congestive heart failure; and an 81-year-old man died of
bladder cancer and aspiration pneumonia. In addition, 10
lung samples collected in 1998 from 10 patients (4 women
and 6 men; age range 54—75 years) with lung cancer were
also included as negative controls. All samples collected at
the time of autopsy were snap frozen in a mixture of
absolute ethanol and dry ice and subsequently stored at
—70°C until tested. The samples were coded and then
processed, subjected to RT-PCR analysis, and interpreted
before the identity of the samples was divulged. This study
was approved by theresearch ethics boards at Mount Sinai
Hospital and the University Health Network.

RT-PCR

Lung tissue samples were thawed and immediately
homogenized in lysis buffer (QIAGEN, Mississauga,
Canada) with disposable tissue grinders (Kendall
Precision, Mansfield, MA). The homogenate was passed
through QlAshredder columns (QIAGEN) before RNA
isolation by using the RNeasy Mini Kit (QIAGEN). The
sample was eluted in 30 puL of RNAse free water. The RT-
PCR was carried out by using the RealArt HPA-
Coronavirus LightCycler RT Reagents Assay (Artus
GmbH, Hamburg, Germany) with a LightCycler real-time
platform (Roche Diagnostics, Laval, Canada). The HPA-
Coronavirus Master Mix contains reagents and enzymes
for the specific amplification of an 80-bp region of the
SARS-CoV polymerase gene from 5 uL of RNA with the
primer pairs published by the Bernhard-Nocht Institute
(Hamburg, Germany) as posted on the World Health
Organization Web site (available from: URL:
http://www.who.int/csr/sars/primerg/en/).

Viral load was calculated from a standard curve based
on four external positive controls (quantification stan-
dards) included in the RealArt HPA-Coronavirus
LightCycler RT Reagents Assay kit (Figure A and B). The
standards were treated as previously purified samples, and
the same 5-mL volume was added per capillary. A standard
preparation of SARS-CoV isolated from cell culture super-
natants of VeroE6 cells was used as a caibrator in each
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Figure. RealArt HPA-Coronavirus LightCycler reverse transcrip-
tion-polymerase chain reaction (RT-PCR) assay results. PCR
results from 5 uL RNA are displayed in channel F1/F2 of the
LightCycler instrument (A). Four quantification standards are
included in the assay to generate a standard curve (B). An inter-
nal control, added at the RNA isolation stage, is used to monitor
both the quality of the RNA isolation as well as possible PCR inhi-
bition (C).
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run. In addition, the kit contains a second heterologous
amplification system (i.e., an internal control) to identify
either PCR inhibition exclusively, if added to the extracted
RNA, or RNA isolation quality as well as PCR inhibition,
if added during the RNA isolation procedure (Figure C).
Although the assay insert states that the primers and probes
used in the assay were checked for possible similarity to
other pathogens by means of sequence comparison, 25 ran-
domly chosen amplicons from our sample pool were inde-
pendently sequenced to confirm SARS-CoV-—specific
amplification and detection. Univariate analysis compar-
ing potential predictors of vira load (e.g., duration of ill-
ness, the use of ribavirin, the use of steroids) was complet-
ed by using Fisher exact test. Two-sided p values <0.05
were considered significant.

Results

The clinical description and RT-PCR results for the 11
patients with probable SARS from whom postmortem lung
tissue samples were examined are summarized in Table 1.
The mean age of the 11 patients was 70 years (range
43-99). Six of the 11 patients were men. All but 1 of the 11

patients had underlying coexisting conditions, the most
common of which was diabetes mellitusin 6 patients. The
mean duration of illness was 20 days (range 8-32). Seven
patients had been intubated and mechanically ventilated
before death. Three patients had requested not to be intu-
bated (information on ventilation was not available for one
patient). Ten of the 11 patients were treated with ribavirin;
6 of the 11 patients were treated with steroids.

SARS-CoV was detected in all 22 postmortem lung tis-
sue samples collected from all 11 patients who died with a
diagnosis of probable SARS. All 13 postmortem lung sam-
ples from the seven non-SARS fatalities that occurred dur-
ing the SARS outbreak were negative for SARS-CoV, as
were al 10 lung-tissue samples collected from patients
with lung cancer 5 years before the outbreak (Table 2). The
corresponding sensitivity and specificity of the RealArt
HPA-Coronavirus LightCycler RT Reagent assay are both
100% (95% confidence interval [CI] for sensitivity 84.6%
to 100%; 95% CI for specificity 85.1% to 100%) for the
detection of SARS-CoV.

The SARS-CoV viral load in postmortem lung tissue
ranged from 2.7 x 104 copies/g tissue to 3.8 x 10° copies/g

Table 1. Clinical description and SARS-CoV RT-PCR results for 11 patients who died with probable SARS®

RealArt HPA Coronavirus

IlIness and treatment duration (days) RT-PCR®
Postmortem lung Copies of
Sex/fage  Coexisting conditions  Iliness Ventilation Ribavirin Steroids tissue description Results CoV/g tissue
M/43 Typell DM, HTN 15 4 0 0 RUL Positive 15x10°
RML (#1) Positive 5.4 x 10
RML (#2) Positive 2.8x10’
RML (#3) Positive 7.4x10°
RML (#4) Positive 6.4x10°
M/76 Type |l DM, CAD, 11 4 6 (started on day 0 Lung Positive 3.8x10°
HTN 6 of illness)
F/78 Typell DM, CAD, 8 5 >5 (started on 0 RT lung Positive 1.0x10°
hypercholesterolemia, day 4 of illness) LUL Positive 9.4x 10"
chronic obstructive
pulmonary disease
M/62 Rectal cancer, HTN, 8 N/A >5 (started on 0 LT lung Positive 5.3x 10’
hypercholesterolemia day 4 of illness)
FI73 HTN, 28 DNI 14 (started on 12 (stated on day LT lung Positive 3.0x 10
hypercholesterolemia day 5 of illness) 14 of illness) RT lung Positive 3.6 x 10°
F/99 Osteoarthritis 26 DNI 13 (started on 0 Lung Positive 5.0 x 10
day 1 of illness)
M/63 Hypercholesterolemia, 20 12 16 (started on 16 (started on RUL lung Positive 3.2x10°
cerebral vascular disease day 4 of illness) day 6 of illness) LLL Positive 2.5x 107
F/78 Typell DM, HTN, 24 18 10 (started on 18 (started on LT lung Positive 41x10°
hypercholesterolemia day 3 of illness) day 5 of illness) RUL Positive 49x 10°
M/44 29 18 18 (started on 17 (started on RT lung Positive 7.6 x 10*
day 8 of illness) day 12 of illness) LT lung Positive 4.1x10*
M/77 Typell DM, HTN, >18 >1 >1 (statedon  >7 (started on LLL Positive 5.6 x 10°
hypercholesterolemia day 10 of illness) day 10 of illness) LUL Positive 5.7 x 10°
FI79 Typell DM, HTN, 32 DNI 11 (startedon >4 (started on LT lung Positive 2.7 x10*
hypercholesterolemia day 2 of illness) day 12 of illness) Lung Positive 21x10°

8SARS, severe acute respiratory syndrome; CoV, coronavirus; RT-PCR, reverse transcription polymerase chain reaction; F, female; M, male; DM, diabetes mellitus;

HTN, hypertension; RUL, right upper lobe; RML, right middle lobe; CAD, coronary artery disease; RT, right; LT, left; LUL, left upper lobe; LLL, left lower lobe; N/A,
not available; DNI, “Do not intubate” order written.
Real Art HPA Coronavirus RT-PCR (Artus GmbH, Hamburg, Germany).
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Table 2. Univariate analysis of predictors of high viral loads in postmortem lung tissue

Predictor Viral load >10° copies/g lung tissue Viral load <10° copies/g lung tissue Fisher exact test
Short duration of illness (<21 d) 5/5 0/6 p=0.002
Use of ribavirin 4/5 6/6 p=0.45
Use of steroids 1/5 5/6 p=0.08

tissue. Higher viral loads (>106 copies/qg tissue) were asso-
ciated with patients who had a shorter duration of illness
(<21 days) (p=0.002, Fisher exact test). The use of rib-
avirin or steroids was not significantly associated with
vira load levels (Table 2).

Twenty-five randomly selected amplicons from the
sample pool were sequenced to assess specificity and pos-
sible cross-reactivity to other pathogens. A BLAST (avail-
able from: URL: http://www.ncbi.nim.nih.gov/BLAST/)
search performed against the SARS-CoV genomes in
GenBank, European Molecular Biology Laboratory, DNA
Data Bank of Japan, and Protein Data Bank on the
National Center for Biotechnology Information Web site
(available from: URL: http://www.ncbi.nim.nih.gov/),
indicated that all amplicon samples contained SARS-CoV
polymerase gene sequence.

Discussion

By using a standardized RT-PCR assay, SARS-CoV has
been unequivocaly identified in the lung tissue of all
patients who died with probable SARS but not in any of
the controls. These observations support a primary role for
this virus in patients with SARS who have fatal outcomes
and provide additional, strong evidence to fulfill Koch's
postul ates regarding SARS-CoV as the cause of SARS (8).
SARS-CoV was found in different lung samples from the
same patient, suggesting that the virus is widely dissemi-
nated throughout the lung at the time of death. Previous
studies suggested that progression of disease to respiratory
failure may be primarily mediated by host immune
response rather than viral replication (4). Although vira
RNA in lung tissue does not necessarily indicate replicat-
ing virus, virus in multiple lung lobes, often in high copy
number, at the time of death suggests that SARS-CoV may
also be contributing to disease progression. The fact that
higher viral loads were significantly associated with
patients with a shorter duration from onset of illness to
death supports the role of viral replication as a contributor
to death. Ten of the 11 patients had received therapy with
ribavirin, and 6 patients were treated with steroids. The
failure to eradicate SARS-CoV despite ribavirin therapy
and the lack of association between the use of ribavirin and
SARS-CoV vird load are consistent with in vitro data
showing that ribavirin has no activity against this agent
(9).

Globa efforts to contain SARS have been severely
impeded by the lack of a standardized, sensitive, and spe-
cific diagnostic test for SARS-CoV. Different diagnostic

strategies, including culture, serologic assays, and molec-
ular detection methods, have been described, but each of
these tests has limitations. In-house RT-PCR assays have
been associated with sensitivities aslow as 50% in patients
with SARS (10), which raises uncertainty about the role of
CoV versus co-pathogens in mediating severe or fatal
SARS. By contrast, the sensitivity and specificity of the
RealArt HPA-Coronavirus RT-PCR assay for detecting
CoV inlung tissue samples appear to be excellent. In addi-
tion, with the real-time LightCycler system, the assay gen-
erates quantitative results within 1 hour, which is much
shorter than traditional PCR reactions.

The type of specimen tested, the timing of sample col-
lection, (i.e., acute versus convalescent phase) the method
of specimen collection, as well as the method of sample
preservation may have substantial impact on the results
obtained from a diagnostic test. The lower sensitivity of
SARS-CoV detection reported by Peiris et al. (10) may be
a consequence of these confounding factors. Our study
design of examining lung biopsies from clearly defined
patient populations overcame confounding issues, such as
sampling technique, nonspecific case definitions, and pos-
sible undocumented exposure to SARS. Given the pre-
dominance of respiratory symptoms in patients with
SARS, lung samples have perhaps the highest viral titers
of all specimen types; yet in nonfatal cases, obtaining rou-
tine lung biopsies is not practical. Other respiratory tract
specimens may be satisfactory substitutes for biopsies, but
further studies examining the prevalence of SARS-CoV in
these other specimen types and in a larger population are
needed. With the use of standardized commercialy avail-
able assays, comparison of results from different centers
may be facilitated.
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Severe Acute Respiratory
Syndrome, Beijing, 2003

Wannian Liang,* Zonghan Zhu,* Jiyong Guo,* Zejun Liu,* Xiong He,* Weigong Zhou,t
Daniel P. Chin,t and Anne Schuchatt for the Beijing Joint SARS Expert Group*

The largest outbreak of severe acute respiratory syn-
drome (SARS) struck Beijing in spring 2003. Multiple
importations of SARS to Beijing initiated transmission in
several healthcare facilities. Beijing’s outbreak began
March 5; by late April, daily hospital admissions for SARS
exceeded 100 for several days; 2,521 cases of probable
SARS occurred. Attack rates were highest in those 20-39
years of age; 1% of cases occurred in children <10 years.
The case-fatality rate was highest among patients >65
years (27.7% vs. 4.8% for those 2064 years, p < 0.001).
Healthcare workers accounted for 16% of probable cases.
The proportion of case-patients without known contact to a
SARS patient increased significantly in  May.
Implementation of early detection, isolation, contact tracing,
quarantine, triage of case-patients to designated SARS
hospitals, and community mobilization ended the outbreak.

By July 4, 2003, atotal of 8,439 probable cases and 812
deaths from severe acute respiratory syndrome
(SARS) had been identified from 30 countries (URL:
http://www.who.int/csr/sars/en/). A novel coronavirus
(SARS-CoV) was found to be the cause of this multicoun-
try outbreak (1-3). Most cases of SARS occurred in China,
where the virus apparently emerged first, most likely from
animal sources. The largest outbreak of SARS occurred in
Beijing.

In Beijing, the SARS outbreak was reported in April
2003, against a backdrop of earlier outbreaks detected in
Guangdong, Hong Kong (4,5), Hanoi, Toronto (6), and
Singapore (7). In contrast to Toronto, where the entire out-
break originated from a single importation (6), Beijing's
outbreak involved multiple distinct imported cases, and
transmission from index cases was amplified within sever-
a hedthcare facilities. Widespread transmission came
under control after Beijing municipal authorities aggres-

*Beijing Municipal Health Bureau and Beijing Municipal Centers
for Disease Prevention and Control, Beijing, China; tCenters for
Disease Control and Prevention, Atlanta, Georgia, USA; and
FWorld Health Organization, Beijing, China

sively implemented measures to enhance detection, isolate
case-patients, and trace contacts to minimize further oppor-
tunities for transmission in community and institutional
settings. Thisreport summarizes the descriptive epidemiol-
ogy of Beijing's outbreak and the emergency interventions
that were implemented to control the local situation.

Methods

Setting

Beijing municipality has an estimated population of
13.8 million and includes 14 districts and four counties.
Approximately 85,000 healthcare workers live there.
Disease reporting and epidemic investigations of reported
cases were conducted through the collaboration of the
Beijing Center for Prevention and Disease Control and dis-
trict centers within Beijing, using guidelines for surveil-
lance and case investigation issued by China's Ministry of
Health.

Case Definitions

China established a case definition for “infectious atyp-
ical pneumonia,” also termed SARS, with minor modifica-
tions implemented during the course of the outbreak. After
May 3, probable (“clinically confirmed”) and suspected
cases were defined according to 1) epidemiologic history
(either contact with other SARS patients or exposure to a
SARS-affected area); 2) symptoms and signs of fever and
respiratory illness; 3) norma or decreased leukoctye
count; 4) chest radiograph abnormalities; and 5) absence of
substantial improvement with antibiotic treatment (Table
1). We have included cases reported as probable according
to the case definition in place at the time of report, consis-
tent with a strategy used by other investigators (8).

'The Beijing Joint SARS Expert Group included public health
authorities and healthcare professionals participating in the med-
ical and public health task force constituted in April 2003 to
address Beijing’'s SARS epidemic.
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Table 1. Case definition for severe acute respiratory syndrome
(infectious atypical pneumonia) in China as of May 3, 2003

Category Criterid®

Probable 1.1+2+4, 0r
1.1+2+4+5, or
1.2+2+3+4

Suspected 1.1+2+3, or
1.2+2+4, or
2+3+4

Under medical observation 1.2+2+3

1. Epidemiologic history: 1.1:Having close contact with a patient, or being a
member of infected cluster, or having infected other persons; 1.2: Having visited
or resided in cities or areas where SARS cases were reported with secondary
transmission during the 2 weeks before onset of disease. 2. Symptoms and signs of
febrile respiratory illness. 3. Normal or decreased leukocyte count. 4. Chest x-ray
changes. 5. Lack of response to antibiotic treatment.

Case Reporting

When a possible case-patient is identified in a health-
care facility within Beijing, a panel of experts at the facil-
ity reviews clinical information to classify the illness as
probable, suspected, or under observation. Case classifica
tion is updated on the basis of clinical progression and
availability of alternative diagnoses to account for theill-
ness, although diagnostic testing for other agents was not
extensive during most of the epidemic. During May, clini-
cal experts were dispatched to SARS hospitals to improve
how consistently cases were classified according to the
national case definition. For probable and suspected cases,
healthcare providers complete a standard report form,
which is faxed to the relevant district center for disease
control. A district epidemic investigator then interviews
the patient (or family member) and completes a standard-
ized epidemic investigation form regarding demographic
and clinical data, as well as the patient’s contacts within
the 2 weeks before symptom onset, in an attempt to iden-
tify the patient’s source of infection. The district is respon-
sible for identifying persons who had contact with the
patient between the onset of symptoms and hospitalization.
Those who had close contact are placed under home med-
ical observation by community health center personnel and
are quarantined to restrict their circulation in the broader
community.

Laboratory Testing

Serum was collected from patients at certain hospitals
for detection of anti-SARS-CoV antibodies by using one
of two locally developed enzyme-linked immunosorbent
assay (ELISA) kits, one was developed by the Beijing
Genomics Institute in partnership with the Academy of
Military Medical Sciences, and the other was devel oped by
the China Center for Disease Control. SARS-CoV was
also isolated from selected clinical specimens; substantial
partial genome sequencing for four Beijing strains
(AY 278488, AYAY 278487, AY 278490, and AY 279354)
was submitted to GenBank April 17-April 19, 2003, by E.
Qin et a. from the Academy of Military Medical Sciences

and the Beijing Genomics Ingtitute in Beijing. Details on
laboratory tests are reported separately (9,10).

Data Analysis

Data were entered into either a Microsoft Excel data-
base (case report forms) or an Oracle database (detailed
epidemiologic investigation forms). Data analysis used
SPSS (SPSS Inc., Chicago, IL) software. Chi-square or,
when appropriate, Fisher exact test was used for compari-
son of proportions. Because date of onset was missing for
985 (26.8%) of the 3,665 patients with probable and sus-
pected cases reported through May 20, we present tempo-
ral information based on date of hospitalization, which was
missing in 155 (4.2%) of case-patients.

Results

Importation Phase
The earliest cases in Beijing occurred in persons who
were infected with SARS in Guangdong and Hong Kong.

Index Case 1

The first apparent case of SARS in Beijing was identi-
fied on March 5 in a 27-year-old businesswoman in whom
symptoms devel oped on February 22 while she was travel-
ing in Guangdong (Figure 1). She sought medical attention
in Shanxi Province, where SARS subsequently devel oped
in two doctors and a nurse who cared for her. After she
returned to Beijing, she was hospitalized in a military hos-
pital, then transferred to an infectious disease hospital.
SARS developed in 10 healthcare workers exposed at the
two Beijing hospitals as well as 8 of the patient’s family
members and close colleagues or friends. Both of the
patient’s parents died from SARS. Healthcare workers
cared for the patient before SARS was suspected and used
no personal protective equipment.

Index Case 2

A 72-year-old man visited a relative in Hong Kong's
Prince of Wales Hospital, and symptoms developed on
March 14, 2003. On March 15, the patient flew from Hong
Kong to Beijing on China Air flight 112. He was evaluat-
ed in one hospital on arrival in Beijing but was not admit-
ted. The next day, his family brought him to a second
Beijing hospital, where after a successful resuscitation in
the emergency department, he was admitted to the hospi-
tal. He died there on March 20. Contact tracing and epi-
demic investigation suggest that at least 59 SARS casesin
Beijing can be traced back to this patient, including illness
in three members of his immediate family, in six of seven
healthcare workers who assisted in the emergency room
resuscitation, and in one other healthcare worker in the
facility. The remaining cases occurred in other patients and
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Figure 1.Epidemic curve—severe acute respiratory syndrome
(SARS) probable case-patients by date of hospitalization and type
of exposure, Beijing, 2003. Open bars indicate nonhealthcare
workers without contact with a SARS patient; dark bars (“1.1") indi-
cate nonhealthcare workers with contact with a SARS patient; light
filled bars indicate healthcare workers.

their contacts. In addition to Beijing cases, transmission on
this airplane flight has been linked to SARS cases in other
areas, including Taiwan and Inner Mongolia. Besidesthese
two index case-patients, several later SARS case-patients
in Beijing had traveled to other affected areas before the
onset of clinical symptoms.

Amplification in Healthcare Facilities

SARS occurred in healthcare workers in >70 hospitals
throughout Beijing, and clusters of >20 probable SARS
cases among healthcare workers occurred in four Beijing
hospitals (Figure 2). Apparent transmission of SARS with-
in fever clinics and selected hospitals prompted closure of
four hospitals and numerous fever clinics. One large hos-
pital, where 41 probable cases occurred among healthcare
workers and numerous cases occurred among patients and
contacts, was closed on April 23. SARS patients were
transferred to designated SARS hospitals, and the remain-
ing patients, staff, and visitors were quarantined in the hos-
pital for 2 weeks.

Evolution of Outbreak

Through June 2003, atotal of 2,521 patients with prob-
able cases of SARS were hospitalized in Beijing. The out-
break peaked during the 3rd and 4th weeks in April, when
hospitalizations for probable SARS exceeded 100 cases
for several days, and an increased proportion of case-
patients reported having no known contact with a SARS
patient (Figure 1).

Description of Cases

Of 2,521 probable SARS cases in Beijing, 2,444
(96.7%) cases reported by May 20 had data available for
review and constitute the remainder of this report. Of the
2,444 probable case-patients, 1,009 (41.3%) had a history
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of close contact with a patient with SARS; 395 (16.2%) of
the probable cases occurred in healthcare workers.
Overadl, 42.9% of probable case-patients had no previous
contact with a SARS case-patient or travel to affected
areas outside Beijing. However, the proportion of probable
case-patients with no direct contact with a SARS patient
increased from 50.7% for case-patients who were hospital-
ized before May 1, to 75.2% for those admitted to hospi-
tals in May (p < 0.001). Among probable SARS case-
patients who were hospitalized in March and April, health-
care workers accounted for 18.7% (n = 329), compared
with 10.7% (n = 61) for case-patients who were hospital-
ized on May 1 or thereafter (p < 0.001).

The demographic characteristics of case-patients with
probable SARS are shown in Table 2. Children <10 years
of age accounted for 0.9% of probable cases, and the medi-
an age of those who became ill was 33 years. Age-specific
attack rates were highest in those 20-39 years of age (rel-
ative risk [RR] 1.7, 95% confidence interval (Cl) 1.53 to
1.89, compared with those 4064 years, and significantly
lower in children (14 years of age, RR 0.12 [Cl 0.05 to
0.28], 59 years, RR 0.17 [CI 0.09 to 0.31] and 10-19
years, RR 0.53 [Cl 0.44 to 0.64], compared with those
aged 40-64 years). Overall, male patients had similar rates
asfemale patients, but therisk differed significantly in cer-
tain age groups: among those 10-19 years of age, the RR
for SARS in male patients was 1.96, 95% Cl 1.36 to 1.83,
compared with that of females; and in those >75 years,
RR for male patients was 1.88 (95% Cl 1.08 to 3.29)
(Figure 3). The attack rate for probable SARS among
healthcare workers in Beijing is estimated as 465 per
100,000. Consistent with the case definitions in use in
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Figure 2. Clusters of severe acute respiratory syndrome (SARS)
cases among healthcare workers in four hospitals, Beijing 2003.
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Table 2. Characteristics of probable cases of severe acute
respiratory syndrome (SARS) in Beijing, 2003

Characteristic® Probable case-patients; N (%)
Demographic
Male sex 1,217/2,406 (50.6)
Age(y)
1-4 6/2,397 (0.2)
59 17/2,397 (0.7)
10-19 165/2,397 (6.9)
20-39 1,270/2,397 (53.0)
40-64 733/2,397 (30.6)
65-74 147/2,397 (6.1)
>75 59/2,397 (2.5)
Median age (range) 33(1-93)
Fatal outcome 156/2,444 (6.4)
Healthcare worker 395/2,444 (16.2)
Admission symptoms
Fever 1,646/1,693 (97.2)
Cough 749/1,693 (44.2)
Difficulty breathing 166/1,693 (9.8)
Chest tightness 331/1,693 (19.6)
Diarrhea 189/1,693 (11.2)

Anformation was not available for the sex of 38 probable case-patients and for the
age of 47 probable case-patients reported through May 20.

Beijing during the outbreak, chest x-ray changes were evi-
dent in >85% of probable case-patients. As of May 20, the
case-fatality rate was 6.4% for probable SARS case-
patients. Case-fatality rates increased with age (0.5% in
<20 year olds; 4.8% for those 2064 years; and 27.7% for
>65 years of age, p < 0.001). By June 16, 2003, a total of
190 deaths among 2,521 probable SARS case-patients
were reported from Beijing, and 2,053 patients had been
discharged from the hospital. The case fatality rate among
probable case-patients, excluding those still hospitalized,
was 8.4%.

According to clinical information available on the case
investigation form, nearly all SARS case-patients had the
initial symptom of fever, and many had a cough (44.2%),
but only 11.0% had diarrhea. Mean leukocyte count on
admission was 5.5 x 109L, and 25.2% had leukocyte
counts <4.0 x 109L (the normal limit).

For the 1,009 probable SARS case-patients with report-
ed contact with another SARS patient, the most recent date
of such contact was collected; 595 of these patients had
onset dates available, permitting approximation of the
shortest possible incubation period. Among these patients,
amean of 7.8 days (median 6) occurred from most recent
exposure to onset of symptoms.

Control Measures

Prompted by the rapid expansion of the epidemic from
April 16 to April 19, the Beijing Municipal Government
established a Joint SARS Leading Group to oversee crisis
management through 10 task forces. The medical and pub-
lic health task force set up an emergency command center
onApril 24 and organized fever clinicsfor triage, designat-

ed SARS areas within hospitals for isolation and special-
ized care, provided persona protective equipment and
training for healthcare workers, and introduced communi-
ty-based prevention and control through case detection,
isolation, quarantine, and community mobilization. To
reduce transmission within healthcare settings, Beijing
authorities issued protocols for triage, isolation, case man-
agement, and administrative controls, which prohibited
visitors to hospitals and separated patients who were under
medical observation or suspected of having SARS from
areas with other patients.

The medical emergency command center included
teams for clinical diagnosis and treatment, critical care,
patient transport, infection control, and information man-
agement. Local shortages of isolation rooms, intensive care
facilities, and hospital beds were addressed by dispatching
specially equipped ambulancesto transfer SARS patientsto
designated facilities. An anticipated shortage of hospital
beds for care and isolation of SARS patients prompted
authorities to construct a new 1,000-bed hospital in 8 days.

On April 27, dl patients with probable cases of SARS
were moved to designated areas within hospitals. At one
point, 27 municipal and 21 district hospitals were provid-
ing care to SARS patients. On May 8, 2003, the medical
and public health task force finished concentrating al the
probable case-patients into 16 designated municipal hospi-
tals, with 30 district hospitals providing care for patients
with suspected SARS. More than 60 fever clinics were
established throughout the city to triage patients with acute
febrileillness, permitting prompt isolation of patients who
required further observation and referral to the appropriate
level of careto rule out SARS. By June 19, 2003, atotal of
30,172 people who had had close contact with probable or
suspected SARS case-patients had been quarantined sepa-
rately or in groups for 2 weeks after their last exposure to
a SARS case-patient.

In addition to interventions directed at managing
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Figure 3. Attack rates (cases per 100,000 population) by age and
sex of probable severe acute respiratory syndrome (SARS),
Beijing 2003.
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patients, their contacts, and healthcare facilities, schools
were closed, travel was restricted, the community was edu-
cated about seeking care at designated sites, and tempera-
tures were monitored at frequent check points. Service
professionals were required to wear masks, and many
community members donned masks as well.

Laboratory Confirmation

SARS-CoV wasisolated from many patientsin Beijing,
and sequences from four Beijing isolates (source:
GenBank) were compared with strains from other areas
(11). The cause of infection was confirmed for a series of
patients with severe illness who were cared for at Ditan
Hospital, by using an ELISA developed by the China
Center for Disease Control. Among 164 case-patients with
probable SARS (who had severe illness) tested by mid-
May, 98% had SARS-CoV—specific immunoglobulin (1g)
G detected from samples collected >35 days after illness
onset; 55% had SARS-CoV—specific 1gG detected 16-21
days after symptom onset, and 82% by 22 to 28 days after
illness onset.

Discussion

Beijing experienced the largest outbreak of SARS yet
recognized. The disease was transported to Beijing by
multiple travelers. One case-patient originated in
Guangdong and transported the virus to Shanxi along the
way, and a second case-patient appears to have acquired
the virus during a hospital visit in Hong Kong. He then
transmitted the virus to other travelers encountered while
he had symptoms on the return airline flight to Beijing and
to those he came into contact with in a hospital in Beijing.
The imported cases initiated cascades of illness among the
family members, healthcare workers, and other hospital-
ized patients. Patients seeking care in multiple facilities
and clinicians failing to recognize nonspecific respiratory
symptoms as indications for isolation and use personal
protective equipment permitted the efficient transmission
of the virus to numerous healthcare workers, patients, and
others throughout Beijing.

Amplification of transmission in heathcare settings
was likely enhanced by resuscitation of one of the index
patientsin an emergency department. Since SARS patients
wereinitialy cared for on general medical wards, the virus
was transmitted to other patients hospitalized for unrelated
conditions; such persons may be more vulnerable to infec-
tion as well as severe outcomes (8,12,13). Designation of
SARS wards and later specialized SARS hospitals facili-
tated control of transmission within healthcare settings in
Beijing. However, the delay before these steps were taken
permitted numbers of infected persons to increase in
healthcare settings, which likely permitted transmission to
community members through visits to hospitals, before
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such visits were stopped and strict isolation measures
observed.

Classifying patients as having probable or suspected
SARS may be difficult with the current case definitions.
Although a novel coronavirus was rapidly discovered as
the cause of SARS, this disease appeared to both clinicians
and public health workers as a nonspecific clinical syn-
drome. The clinical features have substantial overlap with
those caused by common respiratory viruses and bacteria.
Implementation of the case definition on the basis of non-
specific clinical features was particularly challenging in
areas with community transmission, since the ability to
focus surveillance and isolation efforts on persons with
epidemiologic links to specific travel or contact with other
SARS patients was no longer appropriate. Although the
case definition used by China included some components
to enhance specificity (i.e., normal or low leukocyte count,
lack of response to antibiotics), the definition remains non-
specific. Future surveillance and case management will
benefit greatly from incorporating laboratory tests, partic-
ularly if sufficiently sensitive laboratory methods can be
devel oped which are amenabl e to point-of-care use early in
the clinical course. In the meantime, available assays for
SARS-CoV, including ELISA and polymerase chain reac-
tion testing, will be valuable complements to epidemiolog-
ic surveillance for understanding recent disease patterns.
Elimination of SARS as a public health threat will require
major commitment to laboratory testing of possible case-
patients.

The age-specific attack rates of SARS in Beijing sup-
port findings from other outbreaks of SARS. High rates
among those 20-39 years of age likely reflect disease
among healthcare workers with occupational exposures,
and high rates in the elderly may represent patients with
nosocomial acquisition. The extremely low rate observed
in children in Beijing is noteworthy. Pediatric cases of
SARS have also been relatively rare in other countries
(14), but since most other outbreaks remained concentrat-
ed at healthcare facilities, this pattern could simply reflect
limited exposure to ill patients, thought to be the most effi-
cient transmitters. Given the size of Beijing's outbreak and
the spread beyond hospitals, absence of exposureisunlike-
ly to fully account for the low incidence of SARS in chil-
dren. Whether asymptomatic or mild infection is more
likely to develop in children, and whether children are able
to transmit the virus to othersin the absence of clinical ill-
ness, are important questions which must be addressed to
guide control.

The steep increase in cases of SARS in late April posed
amajor challenge to Beijing's healthcare and public health
systems. The magnitude of ill healthcare workers, incident
cases, and affected facilities necessitated a strategic
response. Shortages of beds and isolation rooms, aswell as
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ongoing transmission in some hospital's, prompted the des-
ignation of selected hospitalsfor SARS patients; the prepa-
ration of special protocols for care, isolation, and health-
care worker protection; and ultimately, the construction of
alarge new facility to ensure that capacity could keep up
with projected demand. More than 30,000 persons were
placed under quarantine. Maintaining adequate case inves-
tigation challenged local public health staff, and the rela-
tively high proportion of cases with no reported contact
with a SARS patient may reflect limitationsin the methods
of identifying exposures during the epidemic’s peak, rather
than the absence of an identifiable source in all of these
cases. We are reevaluating potential sources of SARS
among patients initially reported to have no contact with a
SARS patient (15). Given the nonspecific case definition,
some of these patients may not have been infected with
SARS-CoV, and we are also further evaluating this possi-
bility. By restricting community gatherings and travel,
closing schools and entertainment venues, major reduc-
tionsin social contact also may have contributed to slow-
ing transmission. The time from symptom onset to hospi-
talization became shorter during the course of the response
efforts (before April 21, median 6 days vs. median 2 days
thereafter); faster recognition of the condition and isola-
tion of patients were likely factorsin bringing the epidem-
ic under control. Because multiple interventions were
instituted simultaneously, distinguishing the effectiveness
of isolation and quarantine measures from the impact of
broader measures implemented for the general community
will be difficult. Nevertheless, evaluation of several of
these effortsisin progress.

A principal lesson learned from the Beijing experience
is the importance of rapid response to SARS. Early detec-
tion of patients and prompt isolation can limit transmission,
and adherence to personal and administrative infection con-
trol measures can reduce opportunities for transmission
within healthcare facilities. The resources needed to
respond to simultaneous outbreaksin multiple hospitals and
address community transmission are much greater than
those required for individual case investigation or manage-
ment. Communities seeking to prepare for SARS must be
alert to the speed with which one imported case can lead to
dozens or hundreds of transmission chains. Thus a strong
system of early detection and open communication will
facilitate prompt recognition of possible problems and
immediate response measures. Addressing community con-
cerns, including fear of attending fever clinics or stigma
associated with having one's neighborhood quarantined,
should be an important component of planning efforts.

The Beijing epidemic has many features in common
with those experienced el sewhere, including the dispropor-
tionate impact on healthcare workers and amplification of
disease in hospitals. The pattern of transmission is consis-

tent with droplet or contact spread. The apparent success of
infection control, isolation, contact tracing, and quarantine
in bringing the outbreak under control is encouraging, par-
ticularly because these efforts were introduced later in the
epidemic in Beijing than in some other settings. Whether
features particular to Beijing had a major influence on the
evolution or characteristics of the outbreak is not yet clear.
Careful clinical assessments of patients cared for during
the outbreak will be valuable, since in addition to steroids
and antiviral drugs, traditional Chinese medicine was fre-
quently used in caring for SARS patients. Whether treat-
ment strategies might be responsible for the lower age-spe-
cific case-fatality ratios in Beijing compared with reports
from other places is not yet known, and the lower case-
fatality ratio may derive in part from the nonspecific case
definition with resulting misclassification of some pneu-
monias of other causes as probable SARS. While popula-
tion density might have made the outbreak more difficult
to control in Beijing, the massive and efficient mobiliza-
tion of communities and health workers to respond to the
outbreak was likely an asset.

In the response to SARS, opportunities exist for ensur-
ing broad public health benefits. A stronger public health
infrastructure capable of improved preparedness and
response to SARS will also improve control of other dis-
eases. Strengthening infection control practices to prevent
repeated introductions of SARS epidemics is likely to
reduce other healthcare-associated infections. Like other
emerging infectious diseases, SARS has demonstrated the
importance of enhanced communication between disparate
geographic regions and diverse sectors of society.
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Influenza Epidemics in the United

States, France,

and Australia,

1972-1997*

Cécile Viboud,*t Pierre-Yves Boélle,*t Khashayar Pakdaman,* Fabrice Carrat,*t
Alain-Jacques Valleron,*t Antoine Flahault*t#

Influenza epidemics occur once a year during the win-
ter in temperate areas. Little is known about the similarities
between epidemics at different locations. We have ana-
lyzed pneumonia and influenza deaths from 1972 to 1997
in the United States, France, and Australia to examine the
correlation over space and time between the three coun-
tries. We found a high correlation in both areas between
France and the United States (correlation in impact,
Spearman’s p= 0.76, p < 0.001, and test for synchrony in
timing of epidemics, p < 0.001). We did not find a similar
correlation between the United States and Australia or
between France and Australia, when considering a system-
atic half-year lead or delay of influenza epidemics in
Australia as compared with those in the United States or
France. These results support a high correlation at the
hemisphere level and suggest that the global interhemi-
spheric circulation of epidemics follows an irregular path-
way with recurrent changes in the leading hemisphere.

nfluenza epidemics occur each year during the winter in

temperate areas of the Northern and the Southern
Hemispheres and result in substantial disease, death, and
expense. The diseaseis responsible for 50 million illnesses
and up to 47,200 deaths in the United States each year
(1-3), with similar figuresin Europe (4-6). In the last cen-
tury, three global epidemics, also called pandemics,
occurred in 1918-19, 1957-58, and 1968-69, and recent
reports estimate that the 1918-19 influenza pandemic alone
may have caused as many as 50 million deaths (7).
Changing strains of the virus are responsible for these epi-
demics, but little is known about what triggers the epidem-
ic in a particular location (2,8), and how epidemics
observed at different locations may be linked (9-12).
Travel has been thought to be a possible cause after math-
ematical models based on population movements success-

*Institut National de la Santé et de la Recherche Médicale, Paris,
France; tWorld Health Organization Collaborating Center for
Electronic Diseases Surveillance, Paris, France; and tHopitaux
de Paris, CHU Saint-Antoine, Paris, France

fully explained the 1968-69 pandemic (10) and represented
the paths of the epidemic within a country (9,11,12). While
the cause of the geographic spread of influenza is still
debated, the reasons for its seasonality are even more
unclear. Although markedly seasonal, the exact timing
of the winter epidemics varies from year to year.
Furthermore, the interannual impact of influenza epi-
demics varies substantially (1,3,4).

Documenting patterns in the space and time dynamics
of influenza epidemicsisthe first step in understanding the
underlying mechanisms driving epidemic fluctuations
(13). Correlations over time and space have been estimat-
ed for several animal and insect populations (14-16) and
diseases such as measles (17-19) but not for influenza,
despite the increasing availability of time series with the
recent development of surveillance networks (3,20-28).
We provide data and a statistical analysis for the correla-
tions over time and space for influenza-related deaths in
the United States, France, and Australia during a 26-year
period which spans 1972-1997. Our goal wasto determine
whether influenza epidemics are correlated in impact and
synchronized in time 1) at the hemispheric level and 2) at
the interhemispheric level with a systematic half-year lead
of one hemisphere to the other.

Datasets and Models

Datasets

In each country, the weekly number of desths from
pneumoniaand influenzafrom 1972 to 1997 were comput-
ed from death certificates collected by national agencies
for vital statistics (United States, National Center for
Health Statistics; Australia, Australian Bureau for
Statistics; France, Institut National de la Santé et de la
Recherche Médicale, Service Commun 8). We used codes

'This paper was presented at the Emerging Infectious Diseases
conference, held March 24-27, 2002, in Atlanta, Georgia, USA.
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470-474 and 480-486 from the International
Classification of Diseases (ICD) 8th revision, before 1979,
and codes 480-487 from ICD-9 from 1979 onwards to
select deaths due to pneumoniaand influenza. Annual pop-
ulation estimates were obtained from the same offices over
the study period. The population sizes in 1997 in the
United States, France, and Australia were 272.7 million,
58.6 million, and 18.9 million, respectively.

Data Analysis

From the pneumonia and influenza death series, we
investigated two aspects of influenza epidemics: the corre-
lation in impact as measured by seasonal excess death rates
and the synchrony in timing of the epidemic peaks.

Definition of Epidemic and Excess Deaths

Influenza epidemic activity istypically observed during
November—March in the United States and France and
June-September in Australia (8). We conducted analyses
by using the influenza year, which runs from the first week
of August to the last week of July of the next year in the
United States and France and contains one annual epidem-
ic. We considered the regular calendar year as the influen-
zayear in Australia. From the national weekly pneumonia
and influenza death time series, we defined the epidemic
periods by asimilar procedure to that described by Serfling
and used by the Centers for Disease Control and
Prevention (CDC) (29,30). In summary, we excluded 25%
of the weeks in which the observed death rates were the
largest to exclude epidemic periods. We then fit a seasonal
regression model to the truncated series to estimate the
expected baseline number of deaths in the absence of epi-
demic activity. A nonepidemic threshold was defined by
the upper limit of the 95% confidence interval derived
from the seasonal regression model. Only influenza activ-
ities that remained above the threshold for >2 consecutive
weeks were included in the analysis. For each influenza
year, we measured the excess deaths by subtracting the
expected baseline deaths, calculated from the seasonal
regression model, from the observed deaths.

Estimating Correlation in Excess Deaths from

Influenza Epidemics

We calculated pair-wise Spearman correlation coeffi-
cients of the excess deaths estimated for each of the 26
influenza years in the study period for the three countries.
For France and the United States, epidemics were paired
for contemporaneous influenza years. To test for correla-
tion between the United States and Australia or between
France and Australia, we investigated two pairing scenar-
ios: 1) influenza epidemics in Australia were systemati-
cally 6 months in advance of those of the United States
and France for the 26 years considered, and 2) influenza

RESEARCH

epidemics in Australia were systematically 6 months
behind.

Estimating Synchrony in Timing of

Peaks of Influenza Epidemics

For each influenza year and each country, we defined
the week of the year when the peak of the epidemic
occurred as the week where the maximal number of pneu-
monia and influenza deaths was observed. Then, we deter-
mined the distribution of the time lags between the weeks
of the peak in France and in the United States in contem-
poraneous influenza years, with negative values of the
time lag indicating that the epidemic in France preceded
that in the United States. The same distribution was calcu-
lated for Australia and the United States and for Australia
and France, with the two scenarios detailed in the previous
section for pairing. We expected the time lags of the peaks
in the United States and France to be distributed around
zero if the assumption of synchronism of the peaks held
true, with a small variance indicating high synchrony.

To test whether the reported distribution of the time
lags was indicative of synchrony, we simulated the distri-
bution of these lags when there was no particular synchro-
nization mechanism between these two countries except
for the seasonality of the disease. We randomly permuted
the week when the pneumonia and influenza death time
series peaked in the United States for the 26 influenza
years and computed the distribution of the lags with the
original seriesfrom France. A p value for the existence of
synchrony in the peaks was derived from this randomiza-
tion procedure.

With regards to Australia, because of the change of
hemisphere, we expected the week of the peak to lag by 6
months on average with that of the United States or France,
regardless of the pairing scenario. Here again, the small
variance of distribution of the time lags would indicate
synchronism. For both pairing scenarios, we performed a
randomization procedure similar to that described for com-
paring France and the United Statesto derive ap value for
synchrony in the peaks.

Results

Figure 1 depicts the raw time series of weekly number
of deaths from pneumonia and influenza in the United
States, France, and Australia, normalized by population
size. The series show atypical seasonal pattern, with large
interannual variability in the amplitude of epidemicsin all
three countries. The pneumonia and influenza death series
for Australiaappearsless smooth than for the United States
or France, probably because of noise effects caused by the
smaller population size of Australia, representing 7% of
the population size of the United States and 32% of that of
France.
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Figure 1. Weekly number of influenza and pneu-
monia deaths per 10 million population from
January 1972 to December 1997 in the United
States, France, and Australia (black line). The red
line represents the epidemic threshold defined by
a seasonal regression.
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Excess Deaths

For the 26 influenza years (1972-1997), we estimated a
median of 26 per million population pneumonia and
influenza excess deaths in the United States (range 0-63),
39 per million pneumonia and influenza excess deaths in
France (range 0-183), and 13 per million pneumonia and
influenza excess deathsin Australia (range 0-75). Therates
of excess deaths were different in the three countries
(Kruskal-Wallis test, p = 0.02). The Table gives the
detailed annual estimates of the number of excess deaths
for each influenza year. Two of 26 influenza years in the
United States did not result in substantial excess pneumo-
nia and influenza deaths, 4 in France, and 3 in Australia
The duration of the epidemic periods was similar in France
and in the United States, with an average duration of 11.8
weeks in the United States (standard deviation (SD) = 0.8)
and 11.4 weeks in France (SD = 0.8, p = 0.80, Wilcoxon
rank test). The epidemic periods in Australia were shorter
than those in the United States and in France, with an aver-
age duration of 9.6 weeks (SD = 1.0; Kruskal-Wallis test,
p < 0.001).

Correlation in Excess Deaths

The correlation coefficient for excess deaths in the
United States and France in contemporaneous influenza
years was high (Spearman’s p = 0.76, N = 26, p < 0.001;
Figure 2A). On the contrary, excess deaths in Australia
were not correlated with excess deaths in France or the
United States in the scenario in which Australia was sys-
tematically 6 months in advance (Spearman’s p = 0.14 for
Australia and the United States, p = 0.50 and p = 0.37 for
Australia and France, p = 0.06; Figure 2B and C) or in the

scenario in which Australia was systematically 6 months
behind (Spearman’s p = 0.15 for Australia and the United
States, p = 0.47 and Spearman’s p = 0.17 for Australia and
France, p = 0.37).

Synchrony in Timing of Peaks

In France and in the United States, in the 26 influenza
years, the median time lag between the weeks when the
peak occurred was half aweek (N = 26, range —8 through
6) reflecting a high level of synchrony (Figure 3A). The
peak occurred earlier in the United States in 11 of the 26
epidemic seasons, earlier in France in 13 epidemic sea-
sons, and on the same week for both countriesin 2 epidem-
ic seasons. Influenza epidemics did not peak earlier in
France more often than in the United States, or vice versa
(chi square, p = 0.66). Of the 100,000 randomizations we
performed by permuting the week of the peak, 2 gave a
variance for the time lags lower than that reported for the
origina data (Figure 4A; p < 0.001). Therefore, these
results show synchronism in the times of peaks between
France and the United States.

In the scenario in which the influenza season in
Australia was systematically 6 months in advance of that
in the Northern Hemisphere, the median time lag between
the peaks in Australia and in the United States was 27
weeks (range 14-39) and 26 weeks between those in
Australiaand in France (range 15-41; Figure 3B and C). In
the scenario in which the influenza season in Australiawas
systematically 6 months behind that in the Northern
Hemisphere, these lags were 25.5 weeks (range 13-36) and
24.5 weeks (range 13-34), respectively. The simulated dis-
tributions obtained from the 100,000 permutations of the
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Table. Number of pneumonia and influenza excess deaths and duration in weeks (wk, in parentheses) of influenza epidemics for each
influenza year in the United States, France, and Australia, 1972-1997

Influenza season

Influenza season Australian excess deaths

(Northern Hemisphere) 2 U.S. excess deaths (Wk)®  France excess deaths (wk)°  (Southern Hemisphere) ¢ (wk)®
1971-72 8,100 (9) 4,200 (13) 1972 200 (11)
1972-73 11,000 (13) 9,500 (13) 1973 250 (10)
1973-74 4,100 (15) 0(0) 1974 150 (6)
1974-75 9,000 (13) 7,000 (16) 1975 900 (14)
1975-76 13,600 (13) 4,800 (12) 1976 0(0)
1976-77 600 (3) 1,400 (9) 1977 1,000 (16)
1977-78 10,000 (13) 2,500 (8) 1978 200 (8)
1978-79 0(0) 300 (4) 1979 100 (7)
1979-80 4,200 (9) 0(0) 1980 250 (13)
1980-81 8,600 (10) 3,100 (12) 1981 200 (9)
1981-82 0(0) 0(0) 1982 0(0)
1982-83 1,400 (5) 1,800 (10) 1983 700 (15)
1983-84 700 (4) 0(0) 1984 250 (12)
1984-85 7,000 (12) 2,300 (15) 1985 150 (8)
1985-86 6,000 (13) 4,700 (18) 1986 650 (15)
1986-87 2,000 (7) 900 (9) 1987 0(0)
1987-88 8,700 (18) 700 (8) 1988 100 (7)
1988-89 7,000 (16) 1,000 (9) 1989 200 (9)
1989-90 10,400 (14) 4,300 (11) 1990 750 (17)
1990-91 3,300 (12) 1,000 (10) 1901 100 (6)
1991-92 6,800 (10) 2,900 (16) 1992 50 (3)
1992-93 6,300 (16) 2,100 (16) 1993 300 (14)
1993-94 9,800 (11) 2,600 (12) 1994 50 (3)
1994-95 5,300 (15) 900 (10) 1995 300 (10)
1995-96 6,300 (16) 2,500 (17) 1996 100 (5)
1996-97 11,400 (18) 4,500 (13) 1997 250 (10)

8Excess deaths reported from August of a given year to July of the next year during an influenza epidemic (e.g., for row labeled 1971-72, excess deaths occurring from

August 1971 to July 1972).
®Population, 272.7 million.
“Population, 58.6 million.

9Excess deaths reported from January to December of a given year during an influenza epidemic (e.g., for row labeled 1972, excess deaths occurring from January 1972 to

December 1972).
°Population, 18.9 million.

week were not different from the observed distributions (in
the scenario in which the influenza season in Australiawas
6 months behind, p = 0.70 and p = 0.79 for the United
States and France, respectively [Figure 4B and C] and in
the scenario in which it was 6 months in advance, p = 0.13
and p = 0.12). For these two pairing scenarios, no syn-
chrony in the peaks was evident.

Discussion

The results of this study favor a high level of correla-
tion in amplitude and synchrony in the timing of influenza
epidemics in France and the United States. No correlation
or synchrony was found between Australia and the United
States, or between Australia and France in the two scenar-
ios in which Australia systematically led or lagged behind
the global interhemispheric circulation of epidemics by 6
months.

The level of correlation in amplitude evidenced here
depends on the statistical method used for estimating sea-
sonal excess deaths. We have used a similar procedure to
that described by Serfling and used by the CDC for esti-
mating excess deaths (3,29). In our study, periods of

increased influenza activity were excluded from the base-
line model by discarding upper marginal values that were
above a somewhat arbitrary cutoff (25th percentile of the
distribution), and we found a high correlation between
excess deaths in the United States and France (Spearman’s
correlation coefficient p = 0.76). The correlation remained
stable with a lower cutoff set at 10%: in this analysis the
correlation coefficient was also 0.76. Moreover, our excess
death estimates are well in line with those published for the
United States (3,31,32) and for France by using a different
statistical approach (4). For the United States and France,
the correlation coefficients between our estimates of pneu-
monia and influenza excess deaths and the most recently
published estimates were 0.87 and 0.94, respectively, with
similar orders of magnitude (3,4). No comparable esti-
mates were available for Australia. Pneumonia and
influenza death series have been used traditionally since
the work of William Farr in the late 1840s to quantify the
effect of influenza epidemics in terms of death (33)
because severe complications are triggered by influenza
infection and result in death, in particular bacterial pneu-
monia (34). The use of pneumonia death series might
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Figure 2. Correlation in the impact of influenza epidemics for 26 influenza years (1972-1997), measured by the annual number of pneu-
monia and influenza excess deaths. A, excess deaths per million in France (y axis) and the United States (x axis) in contemporaneous
winters: Spearman correlation coefficient = 0.76 (p < 0.001). B, excess deaths per million in Australia (y axis) and the United States (x
axis), considering the scenario in which the influenza season in Australia is systematically 6 months before that of the United States:
Spearman correlation coefficient = 0.14 (p = 0.50). C, excess deaths per million in Australia (y axis) and France (x axis), considering the
scenario where the influenza season in Australia is systematically 6 months before that of France: Spearman correlation coefficient =
0.37 (p = 0.06). We obtained similar results as in B and C, when we considered a reverse scenario in which the influenza season in
Australia was systematically lagging 6 months behind that in the United States or France.

introduce additional background noise in estimating
excess deaths caused by influenza, especially because of
the high level of activity in the summer and the upward
trend observed since the early 1980s (6). We performed a
sensitivity analysis by restricting our calculations of
excess deaths to deaths coded as influenza only and
retrieved a similar correlation between the United States
and France (Spearman’s p = 0.75). However, we do not
capture the total impact of influenza by analyzing only
pneumonia and influenza death, which accounts for only
part of the overall deaths from influenza (4,34). Therefore,
we probably cannot rely strictly on our absolute estimates
of excess deaths to study the overall impact of influenza
epidemics on death. However, pneumonia and influenza
deaths series provide arobust and unbiased indicator of the
severity of influenza epidemics for between-country com-

A

parisons. In addition, with an indicator as simple and crude
as the raw pneumonia and influenza deaths observed dur-
ing the week of the peak, the correlation remains of the
same order (Spearman’s p = 0.73).

Demography may contribute to the lack of correlation
and synchrony between Australia and the United States or
between Australia and France. While the age structures of
the populations in the three countries are similar, the pop-
ulation sizes are different. Discrepancies in the levels of
vaccination might also play arole. However, the number
of doses of influenza vaccine distributed was similar in
France and the United States from 1980 until the early
1990s but doubled in recent years in the United States
(35). The level of vaccination in Australia was about half
of that of France and the United States from 1980 until
1990 and became similar to that of France in recent years
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Figure 3. Synchrony in the timing of the peaks of influenza epidemics for 26 influenza years (1972—1997). Correlation between the week
of year of the epidemic peak A, in the United States (x axis) and in France (y axis). B, in the United States (x axis) and in Australia (y
axis). C, in France (x axis) and in Australia (y axis). Panels B) and C) illustrate the scenario in which the influenza season in Australia is
systematically 6 months before that of the United States or France. Similar results are obtained for the reverse scenario.
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Figure 4. Synchrony in the timing of the peaks of influenza epidemics for 26 influenza years (1972-1997). Distribution of the time lags
between the epidemic peaks in weeks (wk, main plot). The red bars represent the observed lags, and the dashed line represents the dis-
tribution of lags obtained by permutations. (inset plot) Distribution of the standard deviation of permuted lags under the assumption of no
synchrony. Red arrow indicates the standard deviation in the observed data. A, United States and France, B) United States and Australia,
C, France and Australia. Panels B and C illustrate the scenario in which the influenza season in Australia is systematically 6 months
before that of the United States or France. Similar results are obtained for the reverse scenario.

(35). Therefore, no obvious link existed between trendsin
vaccination and our results.

An important limitation in the analysis of correlation
and synchrony between countries in different hemispheres
liesin the arbitrary choicefor pairing epidemics. We inves-
tigated two extreme scenarios in which influenza epi-
demicsinAustraliawere systematically 6 months ahead of
those in France or the United States or systematically 6
months behind. We found no correlation or synchrony in
either one. We cannot rule out a more complex interhemi-
spheric pathway with recurrent changes in the leading
hemisphere. We searched for an optimal theoretical pair-
ing, allowing each epidemic in Australiain our simulations
to pair with either the preceding or following epidemic in
the United States (or France) to maximize the correlation
in excess death. For optimal pairing, the correlation coef-
ficients obtained were in the same order of magnitude as
those observed between France and the United States
(Spearman’s p = 0.66 for the United States and Australia
and Spearman’sp = 0.71 for Australia and France).

Few reports document the circulation of influenzavirus
on aworldwide scale. Hope-Simpson studies of death, dis-
ease, and virologic datasets suggest that the circulation of
influenza strains (and the epidemics they cause) may fol-
low a given pathway during several years (e.g., Southern
to Northern Hemisphere) and subsequently shift to the
other pathway (e.g., Northern to Southern Hemisphere)
(36). This finding agrees with the absence of significant
time and space correlations found in this work between
countries in different hemispheres when epidemics were
paired 6 months ahead or behind. If this absence of corre-
lation between the two hemispheres, observed in death
records limited to an interpandemic period and a limited
set of countries, held true in the case of a pandemic, infor-
mation on previous routes of transmission derived from

historical epidemics (10,37) could prove of little use for
planning the route of future epidemics or pandemics on a
worldwide scale.

Our study nevertheless strongly suggests that influen-
za epidemics are correlated in amplitude and synchro-
nized in timing in the Northern Hemisphere, and collec-
tion and analysis of additional data is underway in other
countries of Europe and North America. Prevaccination
measl es epidemicsin different locales of the United States
and the United Kingdom were also highly correlated in
time and space, a situation that evolved to the observed
absence of correlation in the last 2 decades after the level
of vaccination increased from 50% to 90% (17,19). This
lack of correlation is reportedly promoting persistence of
the disease (19). Space and time correlations of influenza
epidemics may follow the same pattern as vaccine cover-
age increases. How the very high rate of antigenic evolu-
tion of influenza virus, a feature not found in measles,
could impact on this change requires further study, all the
more as antigenic variations explain partly the impact of
the disease (3,19,38-40). The current plan to control
influenza advocated by the World Health Organization
promotes vaccine use and, in case of emergence of a pan-
demic virus, extensive use of antiviral drugs and vaccine,
assuming that the vaccine could be produced in a timely
fashion (41). The impact of an expected loss of correla-
tions in influenza epidemics resulting from in creased
vaccine use should be further investigated, especially by
mathematical modeling.

In conclusion, two factors have been reported to drive
the space and time correlations of epidemics: population
movements and environmental issues, such as climate or
weather conditions (14-16). Population movements are
assumed to play a key role, though not quantified, in the
global spread of influenza epidemics (8,10), but the role of
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environmental factors and virus circulation between the
Southern and Northern Hemispheres (42—44) remains to
be clarified. Large-scale molecular epidemiologic studies
of influenza viruses, sampled from locations in different
hemispheres, could assist in investigating the circulation
pathways of the disease (44). Such large-scale studies
seem feasible in light of the recent plan for a global sen-
tinel laboratory that could centralize genotype and archive
samples collected worldwide (45).
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Ecologic and Geographic
Distribution of Filovirus Disease

A. Townsend Peterson,* John T. Bauer,* and James N. Millst

We used ecologic niche modeling of outbreaks and
sporadic cases of filovirus-associated hemorrhagic fever
(HF) to provide a large-scale perspective on the geograph-
ic and ecologic distributions of Ebola and Marburg viruses.
We predicted that filovirus would occur across the
Afrotropics: Ebola HF in the humid rain forests of central
and western Africa, and Marburg HF in the drier and more
open areas of central and eastern Africa. Most of the pre-
dicted geographic extent of Ebola HF appear to have been
observed; Marburg HF has the potential to occur farther
south and east. Ecologic conditions appropriate for Ebola
HF are also present in Southeast Asia and the Philippines,
where Ebola Reston is hypothesized to be distributed. This
first large-scale ecologic analysis provides a framework for
a more informed search for taxa that could constitute the
natural reservoir for this virus family.

he natural maintenance cycles of filoviruses (Order

Mononegavirales, family Filoviridag) are unknown
(1).1 Although dynamics of filoviruses as causes of epi-
demic diseases among humans, great apes, and other pri-
mates have been described in detail (2-13), the natural
reservoir, mode of transmission to hominids and pongids
(humans, gorillas, and chimpanzees), and temporal
dynamics remain unclear. Diverse taxa have been suggest-
ed as potential reservoirs, including bats, rodents, arthro-
pods, and plants (14-18).

Two observations provide clues about the nature of the
host-virus relationship. First, filovirus transmission to
humans is not common, and most occurrences can be
traced to a single index case (2,6,19) (exceptions occur—
e.g., the DurbaMarburg outbreak appearsto have involved
multiple independent infections of humans from a reser-
voir population presumably associated with a mine). We
assume that introductions to nonhuman primate popula-
tions also generally begin with single index cases, but this
hypothesis is more difficult to investigate. This rarity
argues against a common arthropod vector for transmis-
sion: if anthrophilic arthropod vectors were to carry

*University of Kansas, Lawrence, Kansas, USA; and tCenters for
Disease Control and Prevention, Atlanta, Georgia, USA

filoviruses, multiple index cases would be more common,
as many primates in an area would have the opportunity
for infection. In addition, filoviruses generally do not repli-
cate in arthropods or arthropod cell lines, leading severa
authors to speculate on more incidental modes of transfer
(e.g., direct contact) (20).

Second, filoviruses show clear geographically related
phylogeographic structure. Viruses and subtypes from par-
ticular geographic areas cluster together phylogenetically,
even when occurrences from different years are studied.
This phylogeographic structure suggests a stable host-par-
asite relationship, in which viruses are maintained in per-
manent local-regional pools. This host would not experi-
ence high death rates, as primates do (7,9); evolution of
avirulence in long-term host-parasite relationships is
expected on theoretical grounds (21).

Searches for the natural reservoir of filoviruses have
taken several paths. Epidemiologic studies designed to
trace lineages of transmission in outbreaks have identified
index cases, but have not succeeded in specifying the mode
of “jump” to hominids (2,6,19). Testing large numbers of
organisms from the vicinity of outbreaks hasfailed to iden-
tify even a single nonhominid infection (14-16). Finally,
laboratory tests of reservoir competence of species have
documented the following: 1) no, or very limited, infection
of plants or arthropods; 2) a single marginally successful
infection of snakes but with very low levels of virus circu-
lation; 3) successful infection of bats and possibly rodents;
and 4) frequent successful, but fatal, infection in nonhuman

*Although filovirus taxonomy undergoes frequent revision, we fol-
low nomenclature most recently established by the International
Committee of Taxonomy of Viruses in 2002. Filoviruses consist of
two genera. The genus Marburgvirus contains one species, Lake
Victoria marburgvirus, with several recognized strains, and
Ebolavirus contains four species: Ivory Coast ebolavirus, Reston
ebolavirus, Sudan ebolavirus, and Zaire ebolavirus. For simplicity,
we refer to the viruses using the unitalicized vernacular (e.g.,
Ebola Zaire). We use “Ebola viruses” to refer in general to mem-
bers of Ebolavirus and “Marburg viruses” to refer in general to
members of Marburgvirus. The diseases caused by filoviruses are
termed Ebola hemorrhagic fever (HF; diseases caused by Ebola
viruses) and Marburg HF (diseases caused by Marburg viruses).
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primates (e.g., Chlorocebus, Macaca) (1,17,18). While
these investigations have shed some light, they have not
provided convincing evidence for a particular reservair.

An unexplored approach to identifying the natura
reservoir of filoviruses is large-scale ecologic and geo-
graphic comparisons to detect patterns of co-occurrence
and codistribution of viruses with potential hosts. This
approach has been applied successfully to identifying
reservoir rodent species for Chagas disease (22). Our gen-
eral approachisasfollows: 1) to understand the large-scale
ecology and geography of disease occurrences by using
ecologic niche modeling (23), and 2) to compare these
characteristics with ecologic and geographic patterns of
potential reservoirs. Here, we address the first step and
document broad-scale ecologic and geographic patternsin
filovirus-associated HF occurrences.

Methods

Distributional data for filovirus-associated HF occur-
rences in hominids were accumulated from the literature
(Table). Occurrences of unknown origin were excluded
from analysis, but when reasonable guesses could be made
asto point or general area of origin (e.g., 1995 outbreak of
hemorrhagic fever due to Ebolalvory Coast as originating
at Plibo, Liberia), they were included. All occurrences
were georeferenced (available from: URL: http://www.
calle.com/world) to the nearest 0.001°. Although assigned
geographic coordinates may not fix the exposure point pre-
cisely, they represent our best guess as to its position and
are likely to be representative of the coarse-scale ecologic
conditions. (The relatively crude spatial resolution at

RESEARCH

which analyses were conducted makes some error in geo-
referencing irrelevant.)

Ecologic niches and potential geographic distributions
were modeled by using the Genetic Algorithm for Rule-set
Prediction (GARP) (30-32) (available from: URL:
http://www.lifemapper.org/desktopgarp/). In general,
GARP focuses on modeling ecologic niches (the conjunc-
tion of ecologic conditions wherein a species can maintain
populations without immigration) (33). Specifically,
GARPrelates ecologic characteristics of occurrence points
to those of points sampled randomly from the rest of the
study region, developing a series of decision rulesthat best
summarize factors associated with presence (23).

Occurrence points are divided evenly into training (for
model building) and test (for model evaluation) datasets.
GARPworksin an iterative process of rule selection, eval-
uation, testing, and incorporation or rejection: a method is
chosen from a set of possibilities (e.g., logistic regression,
bioclimatic rules) and applied to the training data to devel -
op or evolve arule. Predictive accuracy is evaluated on the
basis of the test data. Rules may evolve in ways that mimic
DNA evolution (e.g., point mutations, deletions). Change
in predictive accuracy between iterations is used to evalu-
ate whether particular rules should be incorporated into the
model; the algorithm runs 1,000 iterations or until conver-
gence. Model quality was evaluated through independent
test dataset reserved prior to modeling; a chi-square test
was used to compare observed success in predicting the
distribution of test points with that expected under a ran-
dom model (proportional area predicted present provides
an estimate of occurrence points correctly predicted, were

Table. Virus, location, dates, geographic coordinates, and literature citation for filovirus-caused hemorrhagic fever occurrences

Virus Country Apparent origin Dates Latitude (°)  Longitude (°) Reference
Ebola Ivory Coast Coted’lvoire Tai National Park Nov 1994 5.850 -7.367 (7,24)
5.900 -7.317
Ebola Ivory Coast Coted’lvoireor Liberia Plibo (Liberia) Dec 1995 4.589 -7.673 (25)
Ebola Sudan Sudan Nzara June—Nov 1976 4.643 28.253 3
Ebola Sudan Sudan Nzara July—QOct 1979 4.643 28.253 4
Ebola Sudan Uganda Gulu Oct 2000—eb 2001 2.783 32.300 (26)
Ebola Zaire DRC Y ambuku Sept—Oct 1976 2.817 22.233 2)
Ebola Zaire DRC Bonduni June 1977 2.967 19.350 (20)
Ebola Zaire Gabon Minkebe, Dec 1994-Feb 1995 1.733 12.817 8)
Mekouka, 1.400 12.983
and/or Andock 1.483 12.917
EbolaZaire DRC Kikwit Jan—-Jul 1995 -5.058 18.909 (112)
Ebola Zaire Gabon Mayibout Feb 1996 -1.117 -13.100 8)
Ebola Zaire Gabon Booue Jul 1996-Mar 1997 -0.100 -11.95 8)
Ebola Zaire Gabon and DRC Ekata Dec 2001-2002 0.706 14.275 (12)
Marburg Zimbabwe Wankie? Feb 1975 -18.367 26.483 (6)
Marburg Kenya Nzoia or Mt. Elgon Jan 1980 0.450 34.617 (29)
Marburg Kenya Mt. Elgon? 1987 1.133 34.550 (20)
Marburg DRC Durba Apr 1999-Sept 2000 3.117 29.583 (27-29)

“Reported location where patient received a “bite.” Although some investigators felt the disease was related to the bite, the patient had traveled widely in Zimbabwe and
parts of South Africa and was exposed to wildlife at several locations in Zimbabwe (6). DRC, Democratic Republic of the Congo;?,some doubt exists as to exact point of

exposure.
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the prediction random with respect to the distribution of
the test points).

To characterize environments, we used 11 GIS cover-
ages summarizing elevation, slope, aspect, flow direction,
flow accumulation, and tendency to pool water (from the
USGS Hydro-1K dataset [available from: URL: http://edc-
daac.usgs.gov/gtopo30/hydro/), and climate characteristics
including daily temperature range; mean annual precipita-
tion; maximum, minimum, and mean annual temperatures;
solar radiation; frost days,; wet days, and vapor pressure
(1960-1990; Intergovernmental Panel on Climate Change
[available from: URL: http://www.ipcc.ch/]). These cover-
ages are worldwide and provide a consistent view of eco-
logic variation across regions studied. GARP's predictive
ability has been tested under diverse circumstances
(22,23,34-47).

To optimize model performance, we developed 100
replicate models of ecologic niches based on independent
random subsamples from available occurrences. We chose
a “best subset” of these models on the basis of optimal
error distributions for individual replicate models (34):
median area predicted across all replicate modes was cal-
culated, and the 20 models with predicted areas closest to
the median were chosen for further consideration. These
geographic predictions were combined to provide a sum-
mary of potential geographic distributions. Projection of
the Africarbased rule-sets onto maps of Asia and the
Pacific provided hypotheses of potential distributional
areas in other regions (46).

To permit visualization of the ecologic dimensions of
models, we combined best-subsets predictions with maps
of the ecologic parameters used to build them in a GIS
environment (COMBINE in ArcView 3.2). The resulting
dataset represents unique combinations of environments
and predictions; its attributes table provides the model pre-
diction for all environmental combinations, to permit visu-
alization of ecologic variation. We also compared ecolog-
ic conditions inside and outside of the modeled Ebola HF
distribution within 11 regularly spaced circular windows
(radius 50 km); comparisons were summarized through
Mann-Whitney U-statistics, permitting a nonparametric
visualization of the strength of association of each ecolog-
ic dimension (temperature, precipitation, elevation) with
the range limit.

Results

The geographic distribution of filovirus disease spreads
generally across the humid Afrotropics (Figure 1A).
Outlier occurrences lie at the eastern extreme of the distri-
bution, consisting of occurrences associated with Ebola
Sudan and Marburg viruses. Preliminary analyses of these
geographic distributions, based on random subsets of the
few data points available, indicated high statistical signifi-
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Figure 1. Summary of known and predicted geography of filovirus-
es in Africa. (A) Known occurrence points of filovirus hemorrhagic
fevers (HFs) identified by virus species. (B) Geographic projection
of ecologic niche model based on all known filovirus disease
occurrences in Africa. (C) Geographic projection of ecologic niche
model based on all known Ebola HF occurrences (i.e., eliminating
Marburg HF occurrences). (D) Geographic projection of ecologic
niche model based on all known occurrences of Marburg HF (i.e.,
eliminating Ebola HF occurrences). Darker shades of red repre-
sent increasing confidence in prediction of potential presence.
Open squares, Ebola Ivory Coast; circles, Ebola Zaire; triangles,
Ebola Sudan; dotted squares, Marburg HF occurrences.

cance to model predictions: predictions of the geographic
distribution of filovirus HFs correctly included random
independent subsets much better than random model
expectations (all p < 107). Although subsequent modeling
was done without subsetting to maximize occurrence data,
these preliminary results nonetheless indicated excellent
predictivity of our distributional hypotheses.

Modeling the distribution of Filoviridae in genera (all
points in Figure 1A) produced a broad potential distribu-
tion across the Afrotropics, including areas from which
filovirus HF occurrences have not been reported (Tanzania,
Mozambique, Madagascar; Figure 1B). Predicted distribu-
tions of the two maor Filoviridae clades—Ebola and
Marburg viruses—showed different geographic patterns.
When just the three African Ebola virus species were ana-
lyzed together, areas of overprediction in eastern Africa
disappeared, and predicted distributional areas included
only areas surrounding known occurrence points, except
for afew small disunct areas in West Africa (Figure 1C).
The predicted distribution did not include al of the
Afrotropics—coastal central Africa and most of West
Africa appeared not to be included, although these models
are based on very small samples of occurrences.

When we analyzed the relatively few Marburg HF
occurrences for which distributional data exist (n = 4
occurrences), a complementary distributional area was
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predicted (Figure 1D). Marburg HF was predicted to be
absent in the humid Afrotropics, rather appearing focused
in drier areas in eastern and south-central Africa. In con-
trast to EbolaHF, Marburg virus appears to have the poten-
tial to occur in areas from which filovirus disease has not
yet been described.

Sequential omission of Ebola virus species from analy-
ses provided a view of ecologic similarity of species (45):
if omission of a particular species causes little overall
change, then its ecologic characteristics are not distinct
from those of the remaining species. Omission of Ebola
Ivory Coast had little effect on the prediction (Figure 2A;
note predicted area in Ivory Coast); similarly, predictions
omitting Ebola Zaire included at least part of the distribu-
tion of Ebola Zaire (southern portion omitted; Figure 2B).
Eliminating Ebola Sudan, however, yielded a prediction
completely excluding the distribution of Ebola Sudan
(Figure 2C), which suggests that Ebola Sudan occurs
under a distinct ecologic regime.

Inspection of niche models of Ebola HF occurrences
(Marburg HF excluded) in ecologic space (Figure 3) pro-
vided insight into their ecologic distribution. Predicted
Ebola HF occurrences were concentrated in regions pre-
senting high precipitation combined with moderate-to-
high temperatures (Figure 3A), coinciding with the ecolog-
ic distribution of evergreen broadleaf forest, although in
specific cases that forest may be highly disturbed. In fact,
>50% of African evergreen broadleaf forest is predicted to
be within the niche of Ebola HF; no other land-cover type
exceeded 5% within the Ebola HF niche (Figure 3B). In
other dimensions, Ebola HF occurrences were distributed
centrically in African environments and did not include
extremes (Figure 3C-D).

Distributional limits are complex results of multiple
causal agents. A speciesis seldom limited on all sidesby a
single factor; rather, distributional limits are the combined
result of many such factors. Inspection of the ecologic
dimensions coincident with modeled geographic limits of
Ebola HF occurrences (Figure 4) showed some of this
complexity. At points around the distributional limit of
Ebola HF distributional areas in central Africa, precipita-
tion dominates the range limit at point 11, but temperature
and elevation dominate at points 2, 3, and 6. Moreover,
gradients are steeper in some areas than others (e.g., point
6 vs. 3). Thispreliminary analysis thus illustrates the com-
plex relationships between ecologic dimensions and distri-
butional limits.

Given the mysterious origin of Ebola Reston virus
(Ebola HF among macaques in a breeding facility on
Luzon, Philippines) (9,13), akey question regarding Ebola
HF distribution and ecology is whether similar ecologic
conditions exist in Southeast Asia (e.g., Philippines).
Projecting ecologic niche models for Marburg HF in
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Figure 2. Geographic projection of ecologic niche models in which
two Ebola virus species were modeled and used to predict the dis-
tributional area of the third. (A) Ebola Zaire and Ebola Sudan pre-
dicting (Ebola Ivory Coast omitted; note that distributional area is
predicted in Ivory Coast). (B) Ebola Sudan and Ebola Ivory Coast
predicting (Ebola Zaire omitted). (C) Ebola Zaire and Ebola Ivory
Coast predicting (Ebola Sudan omitted). Darker shades of red rep-
resent increasing confidence in prediction of potential presence.
Open squares, Ebola Ivory Coast; circles, Ebola Zaire; triangles,
Ebola Sudan; dotted squares, Marburg hemorrhagic fever occur-
rences.
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Figure 3. Ecologic distribution of predicted
potential distributional areas for Ebola
hemorrhagic fever (HF) occurrences,
visualized in a few dimensions of climate.
(A) Large-scale view (all of Africa), in
which the basic concentration of Ebola
HF occurrences in hot, wet climates is
shown. (B) Distribution by land use/land-
cover type, summarized as the proportion

Annual mean minimum bemperature

of overall area of land-cover types that is
predicted to be present at the highest
confidence level. (C,D) Regional scale
(distributional area predicted by all 20
best-subsets models for Ebola HF
buffered by 200 km in all directions) view
of the ecology of occurrences of Ebola
HF, visualized in dimensions of annual
mean minimum temperature, annual
mean maximum temperature, wet days,

Arnual mean maxdmum lemparature

210 20
Vapor pressue

and vapor pressure.

Africa onto Asian environments identified few “appropri-
ate” areas: only afew scattered areasin Papua New Guinea
and Indonesia (Figure 5A). Projection of Ebola HF mod-
els, however, identified broader potential distributional
areas in Southeast Asia (Figure 5B), including the low-
lands of Mindanao (Figure 5, inset), afinding that suggests
that similar ecologic conditions exist in the Philippines.

Discussion

Ecology and Geography of Filovirus Occurrences

The ecologic niche characteristics reconstructed for
filovirus species disease outbreaks coincided closely with
phylogenetic patterns in the group (1,48). That is, disease
sites for Ebola lvory Coast and Ebola Zaire coincided eco-
logically, and these viruses are phylogenetically sister taxa.
Ebola Sudan is genetically and ecologically most distinct
among Ebolavirus species, and (with Ebola Reston) forms
the sister clade to Ebola Ivory Coast + Ebola Zaire.
Correspondence between phylogenetic and ecologic pat-
terns suggests that ecologic distributions of Ebola Sudan
and Ebola Reston may prove similar; hence, the ecologic
characteristics of Ebola Sudan may provide clues about the
origin of Ebola Reston.

Marburg HF occurrence sites are quite distinct, with
minimal overlap with Ebola HF ecologic distributions,
coinciding with Marburg virus' distant position in the phy-
logeny of the Filoviridae. This pattern suggests that
Marburg virus and the Ebolaviruses may have host species
with markedly different ecologic requirements.

Ebola Reston

The geographic origin of Ebola Reston virus has been
subject of controversy (9,49). Although the Ebola virus-
infected monkeysinitially documented in Reston, Virginia,

originated in the Philippines, whether Ebola Reston occurs
naturally in the Philippines has been debated.
Nevertheless, the virus is distinct, and its geographic dis-
tribution is otherwise unknown. Given the phylogeny-
ecology correspondence documented above, the ecology
of Ebola Sudan may prove key in predicting the distribu-
tion of Ebola Reston, but the scanty occurrence data make
species-specific models difficult. Our results are relevant
in that ecologic conditions under which Ebola HF occurs
in Africa are also found in the Philippines.

In previous analyses of animals, the conservative nature
of ecologic niches has been documented to lead to predic-
tion into regionsinhabited by congener species (45). To the
extent that host-parasite codistribution and cospeciation

Figure 4. Preliminary exploration of patterns of ecologic variation
along the modeled distributional limits (highest confidence level)
for Ebola viruses in central Africa. The histograms represent rela-
tive values of Mann-Whitney U-tests for inside versus outside the
prediction area for temperature (red bars), precipitation (blue
bars), and elevation (green bars).
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Figure 5. Projection of filovirus ecologic niche models onto south-
eastern Asia and the Philippines to assess the degree to which
possible Philippine distributional areas are predictable on the
basis of the ecologic characteristics of African filovirus hemorrhag-
ic fever (HF) occurrences. (A) Projection of model for Marburg HF
occurrences (Figure 1D) to southeastern Asia. (B) Projection of
model for all filovirus disease occurrences (Figure 1B) to south-
eastern Asia (the projection of models for Ebola HF occurrences is
identical to this map). Inset: detail of projection to the island of
Mindanao, in the Philippines. Darker shades of red represent
increasing confidence in prediction of potential presence.

may be involved in the virus-reservoir relationships of
filoviruses, prediction of potential distributional areas in
the Philippines may reflect conservative niche evolution in
the host taxon. Of course, because of historical effects
(e.g., limited dispersal) on species distributions, potential
distributional areas are often predicted in areas not inhab-
ited (44), so this evidence is not definitive.

Limitations of the Approach
Limitations of our approach should be recognized.
First, small sample sizes become critical. Although predic-
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tive models can be developed with relatively small sam-
ples of occurrence points (39), sample sizes for filovirus
HF disease outbreaks are so minimal that single data points
can change overall results. Examples of this sensitivity
include the Zimbabwe Marburg HF disease outbreak and
the Booue, Gabon, Ebola Zaire HF outbreak; inclusion of
these points causes geographic predictions to be expanded
considerably.

Other limitations center on the ecologic dimensions in
which the niche is modeled. If additional dimensions exist
that limit species’ distributions (and they certainly do),
GARP predictions will be overly large. Jackknife manipu-
lations (systematic omission of ecologic dimensions to
assess senditivity to coverage density) can, to some degree,
help in assessing sensitivity to coverage completeness
(42), but dimensions more important than the set actually
used may exist. Particularly relevant is climate variabili-
ty—extreme events such as droughts and heavy rainfall
may prove particularly relevant to filovirus transmission
but are not included herein; such more complex models are
under development (A.T. Peterson et al., unpub. data).
Spurious associations between occurrence points and eco-
logic dimensions, though usualy detected through inde-
pendent test datasets, can limit distributional predictions
overmuch.

Natural Reservoirs for Filoviruses

Detailed understanding of the geography and ecology
of filovirus HF outbreaks represents an underexplored
avenue of investigation regarding natural transmission
cycles of filoviruses. We assembled available information
regarding filovirus HF outbreaks and used various analyt-
ical tools to arrive at a detailed understanding of geogra-
phy and ecology of filovirus disease occurrences.
Consequently, we can now assemble criteria by which
potential reservoir taxa might be judged. If one assumes a
fair degree of host specificity in this host-parasite system,
patterns of codistribution and cophylogeny can be expect-
ed. Hence, criteriainclude the following: 1) African Ebola
virus reservoirs would be distributed principaly in ever-
green broadleaf forest; 2) the main focus of the geograph-
ic distribution of the reservoir(s) would be in the Congo
Basin; 3) a disjunct (alopatric) distributional area would
be present in West Africa; 4) a related taxon in eastern
Africa would range in more arid habitats; 5) the reservoir
would belong to a clade more broadly distributed across
Africaand Southeast Asia.

Assessment of potential reservoir taxa by using these
criteria has begun (A.T. Peterson et al., unpub. data), with
the idea of eventually testing hypotheses of host associa-
tions through ecologic niche comparison methods (22).
The goal, to be explored in future publications, isto devel-
op reduced lists of taxa of highest priority for virus survey.
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Fatal Infectious Disease
Surveillance in a Medical Examiner
Database!?

Mitchell I. Wolfe,* Kurt B. Nolte,*T and Steven S. Yoon*

Increasing infectious disease deaths, the emergence
of new infections, and bioterrorism have made surveillance
for infectious diseases a public health concern. Medical
examiners and coroners certify approximately 20% of all
deaths that occur within the United States and can be a key
source of information regarding infectious disease deaths.
We hypothesized that a computer-assisted search tool
(algorithm) could detect infectious disease deaths from a
medical examiner database, thereby reducing the time and
resources required to perform such surveillance manually.
We developed two algorithms, applied them to a medical
examiner database, and verified the cases identified
against the opinion of a panel of experts. The algorithms
detected deaths with infectious components with sensitivi-
ties from 67% to 94%, and predictive value positives rang-
ing from 8% to 49%. Algorithms can be useful for surveil-
lance in medical examiner offices that have limited
resources or for conducting surveillance across medical
examiner jurisdictions.

nfectious disease deaths in the United States substantial -

ly declined during the first 8 decades of the 20th cen-
tury asaresult of public health interventions. However, the
end of the century was marked by an increase in infectious
disease deaths primarily due to AIDS and pneumonia and
influenza (1,2). Increasing infectious disease deaths, the
emergence of new infections, and the real or perceived
threat of bioterrorist activities have made surveillance for
infectious diseases a public health need (3,4).

Infectious disease mortality trends have been described
by review of International Classification of Diseases
(ICD)—coded degth certificate data (2). Although useful in
identifying trends, this process has certain limitations,
including the following: causes of death are inaccurately
certified, are not autopsy verified, and are erroneously
coded; and ICD codes are not arranged to facilitate aggre-
gation of infectious disease mortality data or designed to

identify new infectious diseases (5). Medical examiners
and coroners are also a source of surveillance data for
infectious disease deaths. These investigators certify (i.e.
.enter information about the cause and manner of death on
death certificates) approximately 20% of all deaths that
occur within the United States (6). Medicolegal death
investigation systems are often biased towards the investi-
gation of violent or unnatural deaths. However, sudden
natural deaths, unexplained deaths, and deaths of public
health importance are also investigated by these agencies
(5,7-11).

Natural disease deaths investigated by medical examin-
ers and coroners are often caused by infectious processes
(12). Additionally, their investigation frequently includes a
complete autopsy. In recent years, medical examiners and
coroners have recognized outbreaks of hantavirus pul-
monary syndrome and invasive pneumococcal disease,
identified cases of human plague, and participated in the
investigation of West Nile encephalitis (13-16). In the
2001 outbreak of bioterrorism-related anthrax, al the
deaths were investigated by medical examiners (9-11,17).
Consequently, medical examiner/coroner databases can be
akey source of information about infectious diseases, both
in outbreak and nonoutbreak settings.

In general, medical examiners are appointed physician
pathologists, usually with special training in performing
forensic autopsies and medicolegal death investigations;
coroners are usually elected officials, may not be physi-
cians, and rely on other medical personnel for death inves-
tigation and autopsy services (18). Medical examiner/coro-
ner systems are varied across the United States, ranging
from states with only medical examiners, states with only
coroners, and states with mixed medical examiner and
coroner systems (18). Overall, medical examiner systems
have larger jurisdictions and operate with more resources

*Centers for Disease Control and Prevention, Atlanta, Georgia,
USA; and tOffice of the Medical Investigator, University of New
Mexico School of Medicine, Albuquerque, New Mexico, USA

*Findings from this study were presented at the 39th Annual
Meeting of the Infectious Diseases Society of America, San
Francisco, California, October 25-28, 2001.
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than coroner systems. Medical examiner systems are more
likely to have electronic death investigation records.
Medical examiner and coroner databases contain pre-
dominantly noninfectious disease cases. Therefore, manu-
ally reviewing these databases to identify infectious dis-
ease cases is inefficient. Developing an automated system
that would identify a subset of cases that are likely infec-
tious, and then manually reviewing these cases to identify
infectious disease deaths, could reduce the resources that
would be necessary to perform infectious disease surveil-
lance. We hypothesized that a computer-assisted search
tool could quickly and efficiently detect infectious disease
deaths from a computerized medical examiner database,
thereby reducing the number of records that would need to
be manually reviewed to perform infectious disease sur-
veillance with medical examiner and coroner data.

Methods

Case Identification

The New Mexico Office of the Medical Investigator
(OM) is a statewide centralized medical examiner agency
based at the University of New Mexico School of
Medicine. OMI annually performs approximately 90% of
the autopsies in New Mexico (5). In 1995, New Mexico
had a midyear population of 1,682,417; that year, 12,545
deaths occurred in the state (Figure 1) (19,20). We
obtained a database of al deaths (Ny = 4,722) in New
Mexico during 1995 that came under the jurisdiction of
OMI. From this database, autopsied deaths were identified
(na = 1,429). A case-patient was defined as a person who
died in New Mexico during 1995 who had an infectious
disease identified at the time of death and who underwent
autopsy by OMI. An expert review panel (Infectious
Disease Death Review Team [IDDRT]) reviewed all
autopsy records and identified deaths that met the case def-
inition (N = 125). On the basis of the findings at autopsy,
we further categorized cases as an infectious cause of
death (ICOD) (ne,g = 99) and infection incidental to death
(Ninc = 26).

In addition to cause of death (disease or injury that ini-
tiates the fatal sequence of events), OMI cases are classi-
fied in terms of manner of death (circumstances, i.e., natu-
ral, accident, homicide, suicide, or undetermined). Deaths
that were considered natural or of undetermined manner
comprised 33% (471/1,429) of al OMI autopsies in 1995
and 85% (106/125) of the deaths identified as infectious
disease—related by the expert panel. The manner of death
was classified as an accident in 39% (561/1,429) of all
autopsied persons and in 13% (16/125) of deaths that were
identified asinfectious disease—related by the expert panel.
Homicides and suicides accounted for 28% (395/1,429) of
OMI autopsies.
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Figure 1. Flow chart for Infectious Disease Death Review Team
review and determination of infectious cause of death.

Expert Review Panel

The IDDRT included specialists in infectious diseases,
forensic and clinical pathology, epidemiology, and infor-
mation technology and was in operation in New Mexico,
under the auspices of the OMI, from late 1994 to mid-1996
(5,12). One forensic pathologist member of the IDDRT
routinely reviewed all OMI autopsy records and identified
those deaths that were possibly infectious disease—related
for review by the expert panel.

Algorithm Development

We randomly divided ICOD casesinto two groups: one
group (ngg = 49) was used for algorithm development (i.e.,
development group); the other group (ng = 50) was used
for algorithm validity testing (i.e., test group). To develop
the algorithm, we reviewed the autopsy record for each
case in the development group. We devel oped two separate
algorithms based on two separate, but related, datasets
(Figure 2). These datasets are described below.

The first algorithm (algorithm 1) was based on data
(i.e., truncated dataset) equivalent to information found on
the death certificate: demographic variables (e.g., age, sex,
and race); cause and manner of death; plus abrief descrip-
tion of the circumstances of death (i.e., a short narrative
reported by the death scene investigator). This dataset is
referred to as the “truncated” dataset. We used this dataset
because we wanted to evaluate the usefulness of death cer-
tificate information for this method because this informa-
tion may be readily available to persons performing sur-
veillance activities. We developed an algorithm based on
the development group of cases (ngy = 49). After the algo-
rithm was developed, we added the test group of cases (N
= 50) to the noninfectious cases (n,, = 1,330) and applied
the algorithm to this database (n,, = 1,380) to test the algo-
rithm'’s ability to detect infectious disease deaths from the
truncated database.
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Figure 2. Flow chart for algorithm 1 and 2 development and testing.

The second algorithm (algorithm 2) was developed on
the basis of the full text of the pathologists’ dictated autop-
sy records (i.e., full-text set), which included pathologic
observations, pathologic diagnoses, and causes of death.
This dataset contains much more detailed information than
the truncated dataset. It represents data that may be avail-
able from medical examiner offices, in addition to the
death certificate. Because we found alow predictive value
positive (PVP) and low specificity when algorithm 1 was
applied to the full-text dataset, we chose to develop algo-
rithm 2 in a different manner. We randomly selected
approximately half (n = 649) of the autopsy-categorized
deaths of noninfectious causes (n,,; = 1,380) to include in
the development of agorithm 2 to reduce the number of
false-positive cases the agorithm identified (i.e., cases
identified by the algorithm as infectious disease—related
but not actually infectious disease-related after expert
review). Therefore, the total number of deaths from all
manners used for algorithm 2 devel opment was 698 (Ngg, =
698), and the total number of deaths used for testing algo-
rithm 2 was 732 (ng, = 732). Algorithm development and
text searching were performed by using a commercially

available software package (AskSam 3.0 Professional,
Seaside Software, Inc., Perry, FL).

For developing both algorithms, we manually searched
and indexed potential keywords for identifying deaths
caused by infectious diseases. From this process, a list of
approximately 20 keywords and rules was compiled (i.e.,
algorithm; see Appendix). These keywords included entire
intact words, words put in awildcard format (e.g., bacter*,
which would flag the words bacterial and bacteremia), and
wordsin afuzzy search format (e.g., one letter in the word
could be wrong, and the word would still be flagged in the
record, thus decreasing misclassification caused by mis-
spelling and data entry errors). Rules included searching
for words in specific database fields (e.g., undetermined in
the cause of death field) and proximity rules (e.g., immune
within two words of deficiency).

Algorithm Implementation and Analysis

The algorithms were applied to the remaining set of
records, which included all 1995 OMI autopsied cases
except for the development group set of cases (ny. = 1,380
for the truncated dataset; n; = 732 for the full-text dataset).
We applied agorithm 1 to both the truncated and full-text
datasets and applied agorithm 2 to the full-text dataset to
determine whether an advantage existed in developing an
algorithm that used the data from full-text instead of data
that could be obtained from death certificates. We deter-
mined the sensitivity and PVP of the results by applying
the algorithm to this database. Thus, we compared the
cases identified from the database by using the agorithm
with cases identified by the expert review panel.

Results
Algorithm 1: Truncated Dataset

Algorithm 1 classified 131 (10%) of 1,380 (N, autop-
sied deaths from the truncated dataset as infectious dis-

Table . Sensitivity and predictive value positive (PVP) of algorithm 1 and algorithm 2 applied to the truncated and full-text datasets,

compared by manner of death and infection as cause of death

Truncated dataset

Full-text dataset

Natural and undetermined
causes of death

All causes of death

Natural and undetermined

All causes of death causes of death

Sensitivity PVP Sensitivity PVP Sensitivity PVP Sensitivity PVP
1COD and incidental
infections®
Algorithm 1 67% 39% 73% 49% 92% 8% 87% 17%
(51/76) 1 (5V131)1 (46/63) 2 (46/94) 2 (70/76) 5 (70/937) 5 (55/63) 6 (55/315) 6
Algorithm 2 n/a 93% 20% 94% 30%
(7u7e) 7 (71/356) 7 (58/62) 8 (58/196) 8
ICOD only?
Algorithm 1 92% 49% 93% 45% 88% 5% 89% 13%
(46/50) 3 (46/94) 3 (42/45) 4 (42/94)4  (44/50) 9 (44/937)9  (40/45)10  (40/315)10
Algorithm 2 n/a 90% 13% 91% 21%
(45/50) 11 (45/356) 11 (41/45) 12 (41/196) 12

4 COD, infectious cause of death.

"Number in bold in lower right corner of each cell corresponds to results of 2 x 2 table shown in Figure 3.

50

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 10, No. 1, January 2004



A Infectious' B Infectious’ c Infectious’

+ = + i +
. H] 5 80 R} P ] 48 94 P ] 48 94
E E ]
= = =
= B T
&% 25 | 1224 J1249 8 17 326 | 243 & 4 1282 | 1286
= = =]

76 1304 1380 63 T4 4 50 1330 1380
G Infections’ H Infectious' | Infectious'

+ - + - +
P 285 | 356 I 138 | 196 P 893 | 937
g8 E B
8 8 -]
T T T
5 s [ |are S 4| 57 ] e g 6 | 47 | 443
= = <

76 656 T3 62 195 257 50 1330 1380

Figure 3. Two-by-two tables used to derive predictive value positive.

RESEARCH

D Infectious' E Infections’ F Infectious’

+ i + i +
Lo+ o+ o | s |ear . 4] ss | 260 | s
E g E
= -] =
= ] =
E 3 | 34 | a7 A 6 | w7 |40 & 8 | 104 | 112
< = <

45 3 437 76 1304 1380 63 34 427
J Infectious' K Infections' L Infections'

+ - + . +
o 40 75 | M5 L 45 M1 | 356 o 41 155 | 196
g [} E
= = -]

T E =
5 s | 107 |2 5 s | an | 5 PR
= = =

45 s 47 50 682 T2 45 212 157

- Deaths with an infectious component as determined by expent panel (IDDRT), i.e. “criterion (gold) standand™.
- Draths identificd by algorithm as potentially infectious.
Note: + positive: -, negative.

ease—related (Table and Figure 3). Overall sensitivity for
identifying both ICOD and incidental infectious diseases
was 67% (51/76), and the overall PVP was 39% (51/131).
Implementation of the algorithm for surveillance for infec-
tious disease deaths would have resulted in 2 91% decrease
(131 vs. 1,380) in the number of death records to review.
The agorithm identified ICOD cases with a sensitivity of
92% (46/50) and a PV P of 49% (46/94).

Algorithm 1 identified deaths classified as natura or
undetermined and with an ICOD and incidental infections
from the truncated dataset with a sensitivity of 73%
(46/63) and a PV P of 49% (46/94). Implementation of the
algorithm for surveillance for infectious disease deaths
would have resulted in a 78% decrease (94 vs. 437) in the
number of death records to review. The agorithm identi-
fied deaths with both a natural or undetermined cause and
an ICOD with a sensitivity of 93% (42/45) and a PVP of
45% (42/94).

Algorithm 1: Full-Text Dataset

When agorithm 1 was applied to the full-text dataset, it
classified 937 (68%) of 1,380 deaths as infectious dis-
ease—related. Sensitivity for accurately detecting all deaths
classified as natural or undetermined, for detecting deaths
caused by al infections, and for detecting those with an
ICOD only, ranged from 88% to 92% (Table). However,
PV Pranged from 5% (for all causes of deaths, ICOD only)
to 17% (for those classified as natural or undetermined,
classified as ICOD, or identified as incidental infections).
Implementation of the algorithm for surveillance of infec-
tious disease deaths would have resulted in a 32% decrease
(937 vs. 1,380) in the number of death records to review
for al causes of death, and a 26% decrease (315 vs. 427)
for only natural and undetermined causes of death.

Algorithm 2: Full-Text Dataset

Algorithm 2 (developed on the basis of the full-text
dataset, which included panel-confirmed infectious disease
deaths and 50% of the noninfectious disease-related
deaths) was applied to the full-text dataset only. The sensi-
tivity of the algorithm to identify infectious disease—relat-
ed deaths ranged from 90% (all deaths; ICOD only) to
94% (natural or undetermined; ICOD or incidental infec-
tions). PVP ranged from 13% (all deaths; ICOD only) to
30% (natural or undetermined; ICOD or incidental infec-
tions). Implementation of the algorithm for surveillance of
infectious disease deaths would have reduced by 51% (356
vs. 732) the number of death records to review for deaths
from all causes and reduced by 24% the records to review
(196 vs. 257) of those deaths categorized as having natural
and undetermined causes.

Discussion

A simple computer text search tool (i.e., algorithm) can
efficiently detect infectious disease deaths from a medical
examiner’s database, demonstrating that this technique can
be an essential tool in the surveillance for infectious dis-
eases of public health importance. Medical examiners are
acritical public health resource for fatal infectious disease
surveillance (5,12). Idea surveillance at medical examiner
offices would include active case finding, as has been
implemented in a pilot program in New Mexico funded by
the Centers for Disease Control and Prevention (21).
Because infectious disease surveillance that uses medical
examiner data does not occur in a standardized manner, a
computer text search tool could be implemented by juris-
dictionsthat otherwise might not have the resourcesto per-
form these activities. Implementation of this technique
nationally would require large-scale development of elec-
tronic databases in medical examiner’s offices and subse-
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guent incorporation of this surveillance tool into routine
activities. However, this method is aso applicable to sur-
veillance for fatal infectious diseases and other conditions
at all medical facilities that collect text-based clinical data,
such as emergency departments, inpatient and outpatient
settings, and poison control centers.

The sensitivity of the algorithm varied depending on
whether it was applied to dictated autopsy records, includ-
ing all pathologic diagnoses, or to a truncated dataset con-
taining records equivalent to that found on a death certifi-
cate (i.e., basic demographic information and causes of
death). The expense of improved sensitivity is that more
records must be reviewed because of false-positive results.
Algorithm application on the truncated dataset achieved a
sensitivity similar to that achieved with the full-text
dataset, and with a higher PVP, for deaths in which an
infection is a cause of death rather than incidental to the
death. In addition, for the full-text dataset, sensitivity and
PV P were not substantially compromised by including in
the search, infections incidental to the cause of death.
Clearly, incidental infections are found among persons
who die from homicide, suicide, or accidents. Recognizing
incidental infections could be critical for surveillance sys-
tems designed to identify chronic infections such as tuber-
culosis and hepatitis C. Sensitivity was not compromised
by including deaths from all causes rather than deaths from
natural and undetermined causes. PVP was increased
somewhat by restricting the search to deaths classified as
natural and desths classified as undetermined. Still, med-
ical examiner—based infectious disease surveillance could
effectively use complete data sets rather than data subsets.

This study was possible because of the findings from
the expert review of infectious disease deaths which could
be compared with data generated by the algorithm. This
panel reviewed records from approximately 90% of all
autopsies that occurred in New Mexico in 1 year and, of
these deaths, likely ascertained all OMI cases with an
infectious disease component. However, the implementa-
tion of such a review process using manually retrieved
cases might not be feasible in medical examiner jurisdic-
tions with limited resources and a large case volume. A
computerized algorithm could allow for surveillancein set-
tings where it otherwise might be impossible. Minimal
resources would be required to run the necessary software
and review results on a daily basis. Required software is
inexpensive, and running the algorithm would require min-
utes per day. Staff to interpret the results is the main
resource that would be required. These results demonstrat-
ed a substantial decrease in the number of records that
would need to be reviewed with algorithm implementation,
compared with those required by manual review aone.

Inthefuture, search algorithms could be used in settings
where the records from several medicolega jurisdictions

(e.g., aregion consisting of more than one city, county, or
state) are combined. As outbresks of infectious diseases,
whether naturally occurring or bioterrorism-related, might
span jurisdictional boundaries, computerized records could
be compiled from different areas and an algorithm applied
to seek patterns or clusters of deaths of one type during a
given period. To carry out such cross-regional surveillance,
standardized platforms of data collection that would allow
for data aggregation are required. Similar algorithms could
be used as permanent or temporary surveillance systems
designed to detect bioterrorism-related deaths or particular
outbreaks. In addition, these algorithms could be modified
to evaluate notifiable disease reporting in a jurisdiction.
Artificial intelligence techniques could be used to improve
algorithm accuracy. Artificial intelligence technology
could take algorithm development from rules derived from
human testing of specific terms and conditions (as per-
formed in this study), to algorithm development with com-
puter intelligence techniques that develop computer-
derived rules. Finally, algorithms could be developed that
would identify desths caused by noninfectious conditions
of public health importance.

This study documents a first step in using computer-
assisted text search tools to implement and improve infec-
tious disease surveillance with medical examiner data
Research on computerized disease identification through
medical information is in the early stages (22).
Improvements in the algorithm, in algorithm devel opment
techniques (such asimproving search terms), and in apply-
ing agorithms in more diverse ways could enhance the
accuracy and usefulness of this method. Currently,
increased national and international attention isfocused on
infectious disease surveillance. Novel surveillance strate-
gies that provide timely and detailed data will likely
become important adjuncts to traditional surveillance for
fatal infectious diseases.
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Hospital-reported Pneumococcal
Susceptibility to Penicillin®

Joshua P. Metlay,* Charles C. Branas,t and Neil O. Fishmant

Geographic variation in drug susceptibility among iso-
lates of Streptococcus pneumoniae has influenced nation-
al treatment guidelines for community-acquired pneumo-
nia. Whether individual hospital susceptibility data provide
reliable and valid information for providers is unclear. We
examined the geographic and temporal variability in hospi-
tal-reported rates of pneumococcal susceptibility. We sur-
veyed all 52 hospitals that provided acute adult care in the
five counties surrounding Philadelphia and collected data
on levels of penicillin susceptibility among all pneumococ-
cal blood isolates from 1998 to 2000. In 1998, pneumococ-
cal nonsusceptibility to penicillin varied from 0% to 67% of
all blood isolates across the 33 hospitals with >10 isolates
in that year. Hospital location did not correlate with the level
of reported pneumococcal susceptibility (p = 0.8). In addi-
tion, correlations were not significant in reported pneumo-
coccal susceptibility to penicillin within individual hospitals
during the 3 years.

Antimicrobial drug treatment of patients with commu-
nity-acquired pneumoniais largely empirical because
the pathogen is not frequently identified. Even when a bac-
terial pathogen is identified, antimicrobial drug suscepti-
bility information is frequently delayed for a few days,
necessitating empiric treatment decisions. Guidelines for
empirical treatment have been provided by severa organi-
zations, emphasizing the selection of agents based on the
probability of specific pathogens in different clinical set-
tings (1-3). One consistent recommendation of all guide-
lines for all clinical settings is that antimicrobial therapy
cover Sreptococcus pneumoniae because it is the most
common bacterial pathogen and among the most virulent.

A number of factors guide the selection of empirical
therapy for patients with community-acquired pneumonia,
including drug efficacy, side effect profile, and ease of
administration. In addition, the recent emergence of
antimicrobial drug resistance among clinical isolates of S.
pneumoniae has raised considerable concern that a number
of drugs historically endorsed by national treatment guide-

*VA Medical Center, Philadelphia, Pennsylvania, USA; and
tUniversity of Pennsylvania, Philadelphia, Pennsylvania, USA

lines may no longer be effective. The recommendations to
avoid B-lactams and macrolides in high-risk settings has
not been preceded by clinical studies demonstrating that
drug resistance in vitro trandates into clinical treatment
failures (4). Regardless, emerging resistance to penicillins,
tetracyclines, and macrolides has prompted newer versions
of treatment guidelines to recommend abandoning these
therapies in favor of newer therapies, such as fluoro-
quinolones, in settings where the risk for a drug-resistant
pneumococcal infection is high. Given that penicillin-
resistant S pneumoniae are increasingly multidrug resist-
ant (5), if therisk for penicillin-resistant S, pneumoniae is
high, therisk for resistance to macrolides and tetracyclines
is correspondingly high.

Specific risk factors for infection with penicillin-resist-
ant S pneumoniae have not been clearly identified.
Individual risk factorsinclude prior exposure to antibiotics
and exposure to young children in daycare (6), although no
specific rules guide the interpretation of these risk factors.
In addition, awareness of substantial geographic variation
in the proportion of drug-resistant S pneumoniae has lead
some groups to recommend consideration of regional sus-
ceptibility patterns in the choice of empirical therapy for
community-acquired pneumonia (2). Unfortunately, rou-
tineisolation of S pneumoniae is highly dependent on the
clinical setting. For example, blood and sputum samples
arerarely sent from outpatient settings (7); thus, local rates
of pneumococcal drug resistance are primarily determined
by the phenotypes of bacteriaisolated from sicker patients
who require hospitalization. Whether results from local
hospital microbiology laboratories provide valid informa-
tion for guiding treatment is unclear.

The specific aims of this study were to compare the
rates of penicillin resistance among pneumococcal blood
isolates across all acute-care hospitals within a five-coun-
ty region of eastern Pennsylvania. We examined the rela-
tionship between pneumococcal resistance, rates of pneu-

'Presented in part at the 3rd International Symposium on
Pneumococci and Pneumococcal Disease, Anchorage, Alaska,
May 2002.
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mococcal isolation, and geographic location to determine
the reliability of individual hospital rates for guiding treat-
ment decisions. Our underlying hypothesis was that indi-
vidual hospital rates of penicillin resistance among clinical
isolates of S. pneumoniae would be poorly correlated
across time and space, emphasizing the inherent dangersin
using individual hospital ratesto guide empirical treatment
decisions in the community.

Methods

Design

This study was a cross-sectional study of penicillin sus-
ceptibility among clinical blood isolates reported at al
acute-care hospitals in the Delaware Valley Case Control
Network (DVCCN). DVCCN is a population-based net-
work of all adult acute-care hospitals in the five
Pennsylvania counties around the metropolitan
Philadel phia region. These counties (Bucks, Montgomery,
Chester, Delaware, and Philadelphia) contain 52 adult
acute-care hospitals serving a population of 3.4 million
residents.

Data Collection

Datawere collected during two periods. During thefirst
data collection, microbiology laboratory supervisors were
contacted by telephone at each area hospital during
January 1999 to collect data on all pneumococcal blood
isolates during the preceding year. Local laboratory per-
sonnel reported cumulative numbers of pneumococcal
blood isolates and the proportion of isolates that were peni-
cillin nonsusceptible for the 12-month period. When avail-
able, laboratories separately reported susceptibility per-
centiles as susceptible, intermediate susceptible, and
resistant; otherwise, the laboratories reported the com-
bined percentile nonsusceptible (intermediate plus resist-
ant). We collected information on unique isolates but did
not confirm that these represented unique episodes of
patient infections. However, we think hospitals generally
reported only one isolate per patient because guidelines
recommend that hospitals report cumulative susceptibility
data on the basis of single isolates per patient per reporting
period (8).

A second data collection was conducted in early 2001.
The same hospital laboratories were contacted by mail
with follow-up telephone calls requesting the same infor-
mation on cumulative numbers of pneumococcal blood
isolates and the proportion of isolates that were penicillin
nonsusceptible for the 12-month period. Data were
regquested for 1999 and 2000 separately, if available.

Analysis
Annual number of pneumococcal blood isolates and
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penicillin-susceptibility rates were summarized for each
hospital for each year. Standard National Committee for
Clinical Laboratory Standards (NCCLS) criteria define
three categories of penicillin susceptibility for S. pneumo-
niae: susceptible (MIC <0.1 ug/mL), intermediate suscep-
tible (MIC 0.1-1.0 pg/mL) and resistant (MIC >2.0
pug/mL) (9). Penicillin-nonsusceptible isolates are defined
as intermediate susceptible and resistant isolates com-
bined. For all analyses, we examined the proportion of iso-
lates that were nonsusceptible. We specifically excluded
any hospital site reporting <10 isolates per year as too
unreliable to provide point estimates of resistance rates.
This level is consistent with NCCLS guidelines recom-
mending hospital laboratories report cumulative suscepti-
bility data only for organisms for which there is a mini-
mum of 10 isolates per reporting period (8). Descriptive
statistics were developed for the distributions of suscepti-
bilities and annual pneumococcal isolation rates. Similar to
prior studies of hospital-level variation (10,11), we report
the proportion of hospitals with >5% deviation from the
overall regional mean rate of resistance because lower lev-
els of deviation are unlikely to influence prescribing deci-
sions.

To analyze the reliability of individual hospital rates of
pneumococcal resistance, we examined the correlation of
rates across each of the 3 years of data collection. We
restricted these analyses to those hospitals reporting >10
pneumococcal blood isolates in 1998, 1999, and 2000.
Correlations between any 2 years were calculated with
Spearman’s correlation coefficient, testing the assumption
that pneumococcal susceptibility levels at individual hos-
pitals should be correlated year to year, regardless of
whether overall susceptibility levels for the region were
rising, falling, or remaining constant. In addition, we cal-
culated an intra-class correlation coefficient across all 3
years of data at the hospital level by using a general linear
model for analysis of variance (12).

Next, we tested the assumption that the proportion of
nonsusceptible S. pneumoniae at each hospital should
demonstrate an underlying geographic clustering. We test-
ed the geographic clustering of pneumococcal resistance
rates with two methods. First, we analyzed whether the
location of each hospital at the county level was associat-
ed with the proportion of nonsusceptible pneumococci by
using the nonparametric Kruskal-Wallis test. Second, we
conducted Geographic Information System (GIS) mapping
to visually judge the spatial distribution of hospital suscep-
tibility rates. Hospitals were geographically assigned lon-
gitude and latitude coordinates on the basis of the hospital
address by using GIS mapping software (Maptitude,
Caliper Corporation, Newton, MA) to display the propor-
tion of nonsusceptible pneumococci at each hospital loca-
tion on the map. Using data from 1998 only, we graphical-
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ly represented the proportion of nonsusceptible pneumo-
cocci as a proportional symbol map (bubble plot), where
each hospital location is represented by a circle whose
radius is proportional to the level of penicillin nonsuscep-
tibility among pneumococcal blood isolates.

We tested the null hypothesis that no spatial autocorre-
lation of the nonsusceptibility rates occurred with Moran’s
| statistic, based on a proximity matrix calculated from the
city-block distances between the longitude-latitude coordi-
nate points of hospital addresses. Moran's | is a spatial
cross-product coefficient that isinterpreted similarly to the
Pearson correlation coefficient (13,14).

Results

For the survey of 1998 susceptibility results, we
received responses from 47 of 52 hospitalsin the DV CCN.
However, in two instances, the results from multiple hos-
pitals were combined at a single laboratory and could not
be separated for reporting purposes. Of the 45 laboratories
reporting results, 33 laboratories reported >10 pneumococ-
cal blood isolates during 1998. Among the 33 sites, the
median number of pneumococcal blood isolates during
1998 was 19 (range 10-92).

Figure 1 displays the frequency distribution of the pro-
portion of isolates with nonsusceptibility to penicillin as
reported by each hospital in 1998. The proportion of non-
susceptible isolates ranged from 0% to 67%, with a mean
proportion of 21%. Sixty-one percent of hospitals were
>5% above or below the mean. If we only included hospi-
tals with >20 pneumococcal isolates in 1998, a total of 16
hospitals would be included in the analysis; the proportion
of nonsusceptible isolates ranged from 0% to 36%, with a
mean proportion of 20%. Fifty-six percent of hospitals
were >5% above or below the mean proportion of nonsus-
ceptible isolates.

For the 1999 and 2000 survey results, we received
responses from 31 hospital laboratories. Of these, 23 hos-
pital laboratories reported >10 pneumococcal isolatesin 1
of the 2 study years. The mean proportion of isolates with
reduced susceptibility to penicillin was 19% in 1999 and
24% in 2000. Fifty-three percent of sites were >5% above
or below the mean in 1999, and 65% of sites were >5%
above or below the mean in 2000.

The Table summarizes the relationship between each
hospital’s annua proportion of nonsusceptible pneumo-
coccal blood isolates during the 3 years of the study. For
hospitals reporting >10 isolates in 1998, 1999, and 2000
(N = 15), the proportion of nonsusceptible isolates at each
hospital was poorly correlated between any 2 years. For
1998 to 1999, the Spearman correlation coefficient was
—0.07 (p = 0.82), for 1999 to 2000, the Spearman correla-
tion coefficient was 0.28 (p = 0.32), and for 1998 to 2000,
the Spearman correlation coefficient was —0.03 (p = 0.91).

N

# of Hospitals

0 10 20 30 40 50 80 70 80 90 100
% of Pneumococci Nonsusceptible to Penicillin

Figure 1. Proportion of penicillin-nonsusceptible pneumococcal
bloodstream infections at hospitals in the Delaware Valley. The
number of hospitals with each reported level of penicillin nonsus-
ceptibility among all pneumococcal bloodstream isolates at each
hospital in 1998 are shown. Penicillin nonsusceptibility was
defined as any isolate with a penicillin MIC >0.1 pg/mL. Hospitals
with <10 isolates in 1998 were excluded.

Across all 3 years, the overall intraclass correlation coeffi-
cient was 0.18.

Location of hospital by county did not correlate with
the proportion of pneumococcal blood isolates nonsuscep-
tible to penicillin (p = 0.45, 0.37, 0.08 in 1998, 1999, and
2000, respectively). Figure 2 isaproportional symbol map
with each hospital location represented by a circle whose
radius corresponds to the proportion of nonsusceptible
pneumococcal blood isolates at each hospital in 1998.
Overdll, Figure 2 shows geographic clustering of the 33
hospitals reporting >10 pneumococcal blood isolates in
1998, 14 of which are gathered in Philadelphia, the most
heavily populated county in our five-county study area. No
geographic clustering in the proportion of nonsusceptible
pneumococci isolated at each hospital was evident from
our data. Thisfinding is supported by a Moran correlation
coefficient of —0.01, demonstrating a lack of statistically
significant spatial autocorrelation in the proportion of non-
susceptible hospital pneumococci at hospitals across the
five-county region (p = 0.80).

Discussion

Pneumococcal drug resistance has increased at a fast
rate. Most resistant isolates now demonstrate reduced sus-
ceptibility to multiple antimicrobial drug classes, including
B-lactams, macrolides, and tetracyclines. However, sub-
stantial geographic variability in the proportion of pneu-
mococci resistant to different antimicrobial drugs at the
international and national levels suggests that the impact of
resistance on empirical treatment decisions may vary
across regions. Indeed, at least one guideline recommends
that the selection of empirical therapy for outpatients with
community-acquired pneumonia should be influenced by
regional antimicrobial drug susceptibility patterns for S
pneumoniae (2).

For most physicians, the obvious source of information
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Table. Annual variation in proportion of penicillin-nonsusceptible isolates at hospitals in the Delaware Valley

Annual no. blood isolates

% penicillin nonsusceptible

Site 1998 1999 2000 1998 1999 2000
A 25 21 26 0 33 27
B 12 15 17 0 13 29
C 29 25 29 24 20 28
D 14 18 12 14 22 8
E 44 39 28 18 23 25
F 27 19 20 19 21 20
G 26 56 35 19 23 17
H 62 15 22 19 0 27
| 10 13 12 20 38 50
J 44 15 32 20 33 16
K 92 45 87 22 4 8
L 35 31 30 29 16 20
M 41 36 34 29 14 38
N 33 32 35 36 13 9
O 19 15 19 37 40 47

on community-acquired pneumonia is the microbiologic
susceptibility results from their local hospital laboratory.
Hospitals frequently provide this information in the form
of antibiograms, specifically designed to aid in antimicro-
bial drug selection. The validity of this information is
largely unknown. This study demonstrates that substantial
variahility exists in hospital-reported rates of pneumococ-
cal drug resistance over asmall geographic region and that
the rates at each site are poorly correlated over time. In
addition, using a variety of approaches, we were unable to
demonstrate substantial geographic clustering of the data
at theindividual hospital level, suggesting that the individ-
ual hospital rates poorly reflect an underlying rate of resist-
ance in the community.

Other studies have demonstrated similar heterogeneity
in the proportion of drug-resistant pneumococci reported
by hospitals over small geographic areas. The Centers for
Disease Control and Prevention reported levels of pneu-
mococcal resistance to penicillin among invasive isolates
from &l hospitals within the seven regions in the United
States that comprise their Active Bacterial Core
Surveillance program. The proportion of penicillin-non-
susceptible S. pneumoniae ranged from 15.3% to 38.3%
across the seven regions. The proportion of hospitals with-
in each region that were >5% below or above the average
for the region ranged from 35% to 76%. No hospital char-
acteristics, including proportion of isolates from children
or from black patients, predicted deviation from the
regional average (11). More recently, 16 hospitals in
Brooklyn, New York, participated in boroughwide surveil-
lance for S pneumoniae in 1997 and 1999. Aggregating
the hospitals into the western and eastern ends of the bor-
ough demonstrated a significant difference in the propor-
tion of penicillin-susceptible isolates, 57% versus 75% (p
=0.046) (15).

Our hypothesis that individual hospital rates of drug-
resistant S. pneumoniae should demonstrate geographic
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clustering is based on the assumption that rates of resist-
ance should reflect the underlying distribution of drug
resistance in the source community. Prior research has
demonstrated that patients with community-acquired
pneumonia are hospitalized on average <5 miles from their
place of residence (16). Thus, hospitals within the same
geographic region should admit patients with similar
underlying rates of drug resistance. Moreover, if the pneu-
mococcal resistance rates reported by individual hospitals
should be used to guide physician antibiotic prescribing
decisions for patients with community-acquired pneumo-
coccal infections, hospitals serving similar communities
should report similar rates of resistance.

Resistant Iscdates (%)

A
[ D' ]

™

Figure 2. Geographic distribution of penicillin nonsusceptibility
among pneumococcal isolates at 33 hospitals in the Delaware
Valley in 1998. The figure is a proportional symbol map (bubble
plot). Each hospital location is represented by a circle with an H in
the center at the corresponding longitude and latitude of the hos-
pital. The radius of the circle is directly proportional to the propor-
tion of penicillin-nonsusceptible pneumococci at each hospital in
1998. The range is 0% to 67%. Hospitals with <10 isolates in 1998
were excluded. An insert magnifies the geographic distribution of
hospitals clustered in the center of Philadelphia.
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Beyond reflecting true variability in the underlying
community levels of drug resistance, hospital-level varia-
tion in the proportion of penicillin-susceptible pneumococ-
cal isolates reflects at least four phenomena. First, chance
error can create significant variability in hospital-level
results particularly since many hospitals have only a small
number of invasive pneumococcal isolates per year. We
excluded hospitals with <10 isolates in each study year
from our analyses to reduce the role of chance in our find-
ings, but the relatively small number of isolates at each site
undoubtedly contributed to the significant year-to-year
variability and lack of geographic clustering. However, a
minimum of 10 isolates per year is the NCCL S-recom-
mended minimum number of isolates for reporting cumu-
lative antimicrobial susceptibility resultsfor any speciesin
any reporting period (8).

Second, variation in testing strategies at individua hos-
pitals may create bias in the proportion of isolates identi-
fied as nonsusceptible if the thresholds for sending micro-
biologic tests vary according to characteristics that are
likely to influence the probability of a drug-resistant infec-
tion. While this may be an important determinant of vari-
ability in drug-susceptibility rates among clinical isolates
from respiratory and sinus samples, we believe that it is
less likely to explain variability in susceptibility rates
among blood isolates since thresholds for sending blood
cultures are more standardized across clinical practices,
particularly in the management of patients hospitalized
with community-acquired pneumonia.

Third, hospitals may differ in their methodologic
approach and quality assurance for pneumococcal suscep-
tibility testing. However, a study based on a nationwide
College of American Pathologists proficiency survey of
hospital laboratories demonstrated that, while the use of
specific susceptibility tests varies substantially, few major
interpretive errors occurred in assigning the susceptibility
to standardized pneumococcal isolates (17). In addition,
prior studies have found that the results of susceptibility
data generated at local hospital facilities provide areason-
able surrogate for susceptibility data generated at central-
ized facilities (18).

Finally, geographic proximity of hospitals does not
ensure that the patient populations served by those hospi-
tals come from the same communities. Indeed, substantial
literature has established important variation in hospital
referral patterns that creates diversity in the source of
patient populations among geographically proximate hos-
pitals. Future research will need to consider the role of
referral patterns in explaining some of the hospital-level
variability observed in this and other studies.

One limitation of thisstudy is our focus on asingle geo-
graphic region in eastern Pennsylvania. Patterns and deter-
minants of hospital-level variation in pneumococcal drug

susceptibility may produce different results in other
regions. In addition, because we focused on hospitals pro-
viding adult care, we cannot generalize our results to pedi-
atric hospitals.

Regardless of whether individual hospitals provide
valid information on local levels of pneumococcal suscep-
tibility, variability in these levels is only clinically mean-
ingful if the range of susceptibility crosses some threshold
for the empirical choice of specific antimicrobial drugs.
Currently in the United States, empirical use of penicillins
for the treatment of community-acquired pneumonia is
uncommon relative to the use of fluoroquinolones and
macrolides (19). However, as resistance to these classes of
antimicrobial drugs continues to grow, physicians will
need to determine appropriate thresholds for switching to
yet newer antimicrobial agents. In these settings, valid
information on local rates of pneumococcal drug suscepti-
bility will become increasingly important. Ideally, data
should be derived from large samples reflective of the
region for which the empirical recommendations apply.
Continued research is needed to determine whether sus-
ceptibility data provided by local hospital microbiology
laboratories can ever serve this purpose.
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Salmonella enterica Typhimurium
and Choleraesuis from Pigs to
Humans, Talwan

Po-Ren Hsueh,*t Lee-Jene Teng,*t Sung-Pin Tseng,* Chao-Fu Chang,f Jen-Hsien Wan,t
Jing-Jou Yan,t Chun-Ming Lee,T Yin-Ching Chuang,t Wen-Kuei Huang,T Dine Yang,t
Jainn-Ming Shyr,T Kwok-Woon Yu,t Li-Shin Wang,t Jang-Jih Lu,t Wen-Chien Ko,t Jiunn-Jong Wu,t
Feng-Yee Chang,t Yi-Chueh Yang,T Yeu-Jun Lau,T Yung-Ching Liu,t Cheng-Yi Liu,t
Shen-Wu Ho,t and Kwen-Tay Luh*t

We evaluated the disk susceptibility data of 671 nonty-
phoid Salmonella isolates collected from different parts of
Taiwan from March 2001 to August 2001 and 1,261 nonty-
phoid Salmonella isolates from the National Taiwan
University Hospital from 1996 to 2001. Overall,
ciprofloxacin resistance was found in 2.7% (18/671) of all
nontyphoid Salmonella isolates, in 1.4% (5/347) of
Salmonella enterica serotype Typhimurium and in 7.5%
(8/107) in S. enterica serotype Choleraesuis nationwide.
MICs of six newer fluoroquinolones were determined for
the following isolates: 37 isolates of ciprofloxacin-resistant
(human) S. Typhimurium (N = 26) and Choleraesuis (N =
11), 10 isolates of ciprofloxacin-susceptible (MIC <1
mg/mL) (human) isolates of these two serotypes, and 15
swine isolates from S. Choleraesuis (N = 13) and
Typhmurium (N = 2) with reduced susceptibility to
ciprofloxacin (MIC >0.12 pug/mL). Sequence analysis of the
gryA, gyrB, parC, parE, and acrR genes, ciprofloxacin
accumulation, and genotypes generated by pulsed-field gel
electrophoresis with three restriction enzymes (Spel, Xbal,
and BInl) were performed. All 26 S. Typhimurium isolates
from humans and pigs belonged to genotype I. For S.
Choleraesuis isolates, 91% (10/11) of human isolates and
54% (7/13) of swine isolates belonged to genotype B.
These two genotypes isolates from humans all exhibited a
high-level of resistance to ciprofloxacin (MIC 16-64
mg/mL). They had two-base substitutions in the gyrA gene
at codons 83 (Ser83Phe) and 87 (Asp87Gly or Asp87Asn)
and in the parC gene at codon 80 (Ser80Arg, Ser80lle, or
Ser84Lys). Our investigation documented that not only did
these two S. enterica isolates have a high prevalence of
ciprofloxacin resistance nationwide but also that some
closely related ciprofloxacin-resistant strains are dissemi-
nated from pigs to humans.

*National Taiwan University College of Medicine, Taipei, Taiwan;
tThe Study Group of Surveillance from Multicenter Antimicrobial
Resistance in Taiwan, Taipei, Taiwan; and fGraduate Institute of
Veterinary Medicine, National Taiwan University, Taipei, Taiwan

I nfections caused by nontyphoid Salmonella in humans
are increasingly frequent in developed and developing
countries (1,2). The increasing rates of resistance to tradi-
tional anti-Salmonella agents (i.e., ampicillin, chloram-
phenicol, and trimethoprim-sulfamethoxazole) and
extended-spectrum cephalosporins among these isolates
have made treatment of invasive salmonellosis a clinical
dilemma (3-6). Of particular concern is the emergence of
fluoroquinolone resistance among nontyphoid Salmonella
and the occurrence of outbreaks caused by some resistant
clones, since this class of antimicrobial agents constitutes
the drug of choice for treating potentially life-threatening
Salmonella infections caused by the multidrug-resistant
strains in adult persons (7-16). Moreover, cases of treat-
ment failure due to fluoroquinolone resistance in
Salmonella strains have been reported (17-19).

Researchers have increasingly reported that widespread
use of fluoroquinolones in food animals leads to the rapid
emergence and dissemination of resistant Salmonella
infections to humans, particularly in developing countries
(4,8,20-23). In Taiwan, Chiu et al. reported that resistance
to ciprofloxacin among S. enterica Choleraesuis isolates
first appeared in 2000 and <60% of the isolates recovered
from two hospitals in northern Taiwan in the third quarter
of 2001 were resistant to ciprofloxacin (14). Molecular
investigation clearly demonstrated that the primary
sources of these resistant strains were herds of pigs.

To better understand the prevalence of nationwide
resistance and the probable dissemination of
ciprofloxacin-resistant nontyphoid Salmonella isolates,
particularly S. Typhimurium and Choleraesuis, we deter-
mined the mechanisms of quinolone resistance and the
genotypes of ciprofloxacin-resistant isolates from humans
and pigs, collected in different parts of Taiwan. This study
is part of the Surveillance from Multicenter Antimicrobial
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Resistance in Taiwan (SMART) programs conducted in
2001.

Materials and Methods

Bacterial Isolates

A tota of 671 nontyphoid Salmonella isolates were col-
lected for the study. These isolates were recovered from
various clinical specimens of patients treated at 11 major
hospitals (bed capacities from 800 to 2,000) in different
regions of Taiwan. These hospitals included the National
Taiwan University Hospital (NTU; hospital A), Taipsi;
Taipei Veterans General Hospital (hospital B), Taipsi;
Mackay Memorial Hospital (hospital C), Taipei; Tri-service
General Hospital (hospital D), Taipei; Taichung Veterans
General Hospital (hospital E), Taichung; China Medical
College Hospital (hospital F), Taichung; National Cheng-
Kung University Hospital (hospital G), Tainan; Chi-Mei
Medical Center (hospital H), Tainan; Kaohsiung Veterans
General Hospital (hospital 1), Kaohsiung; and Tzu-Chi
General Hospital, Hualien (hospital J). Of the 671 isolates
tested, 429 (64%) were recovered from stool samples, 141
(21%) from blood, and the rest from various body fluids.

Disk diffusion susceptibility results on these isolates
were also provided by the hospitals and evaluated.
Organisms were categorized as susceptible or resistant
(including intermediate isolates) to the antimicrobial
agentstested onthe basisof the guidelines provided by the
National Committee for Clinical Laboratory Standards
(NCCLYS) (24). Isolates of Salmonella serogroups B and C
were further identified to the serotype level, according to
the Kauffman and White scheme, by using somatic and fla-
gellar antigens (Denka Seiken Co., Ltd., Tokyo, Japan) and
also by conventional methods and the Phoenix System
(panel type, NMIC/ID4) (Becton Dickson, Sparks, MD) at

RESEARCH

hospital A (25). Table 1 shows the number of isolates of
nontyphoid Salmonella, S. Typhimurium, and S
Choleraesuis, and the ciprofloxacin resistance for the two
serotypes of S. entericaisolates recovered from the 11 hos-
pitals.

Atotal of 13 isolates of S Choleraesuis and two isolates
of S Typhimurium recovered from pigs raised in southern
(N = 11) and central (N = 4) Taiwan from 1997 to 2002
were also collected for study. Of the 15 isolates, 2 each
were collected in 1997, 1999, and 2001 and 3 each in 1998,
2000, and 2002. These isolates were collected from vari-
ous visceral organs (lungs, liver, or spleen) or from stool
specimens of pigs that died of septicemia. All the isolates
were stored at —70°C in trypticase soy broth (Difco
Laboratories, Detroit, MI) supplemented with 15% glyc-
erol before being further tested. S Choleraesuis ATCC
13312 and S Typhimurium ATCC 14028 were used as
control strains.

Prevalence of Resistance at Hospital A

To determine the prevalence of antimicrobial resistance
among nontyphoid Salmonella, we analyzed the disk diffu-
sion susceptibility results of these organisms to ampicillin,
cefotaxime/ceftriaxone, chloramphenicol, trimethoprim-
sulfamethoxazole, and ciprofloxacin recovered from 1996
to 2001 at hospital A. Isolates of Salmonella serogroups B
and C resistant to ciprofloxacin (by the disk diffusion
method) were further identified to the serotype level by the
methods mentioned above.

Antimicrobial Susceptibility Testing

Of the 671 isolates collected from 11 medical centersin
2001, 37 ciprofloxacin-resistant (by the disk diffusion
method) S Typhimurium (N = 26) and S. Choleraesuis (N
=11) isolates and 10 randomly selected ciprofloxacin-sus-

Table 1. Number of ciprofloxacin-resistant nontyphoid Salmonella, S. enterica Typhimurium, and S. enterica Choleraesuis isolates from
patients treated at 11 major teaching hospitals in different regions of Taiwan, March 2001-August 2001

% (no. ciprofloxacin-resistant isolates/no. total isolates) of

% (no. ciprofloxacin-resistant isolates/no. total isolates) of
ciprofloxacin-resistant isolates, by serotype

Hospital ciprofloxacin-resistant isolates of total nontyphoid Salmonella Typhimurium Choleraesuis Others
Northern region 4.3 (7/231) 3.5(3/85) 7.7 (2/26) 1.7 (2/120)
A 0.0 (0/100) 0.0 (0/40) 0.0 (0/13) 0.0 (0/47)
B 8.2 (4/49) 0.0 (0/19) 28.5(2/7) 8.7 (2/23)
C 1.7 (1/60) 5.6 (1/18) 0.0 (0/3) 0.0 (0/39)
D 9.1 (2/22) 25.0 (2/8) 0.0 (0/3) 0.0 (0/11)
Central region 3.9 (6/154) 2.4 (2/85) 6.1 (2/33) 5.6 (2/36)
E 5.3 (3/57) 2.8 (1/36) 7.1(U7) 7.1(Y14)
F 7.7 (3/97) 2.0 (1/49) 3.8 (1/26) 45 (122)
Southern region 2.0 (5/255) 0.0 (0/155) 9.5 (4/42) 1.7 (1/58)
G 0.0 (0/99) 0.0 (0/67) 0.0 (0/11) 0.0 (0/21)
H 2.3 (2/86) 0.0 (0/55) 11.8 (2/17) 0.0 (0/14)
| 4.3 (3/70) 0.0 (0/33) 14.3 (2/14) 4.3 (123)
Eastern region
J 0.0 (0/31) 0.0 (0/22) 0.0 (0/6) 0.0 (0/3)
Total 2.7 (18/671) 1.4 (5/347) 7.5 (8/107) 2.3(5/217)
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ceptible (by the disk diffusion method) isolates of these
two serotypes were tested for susceptibility to six fluoro-
quinolones (ciprofloxacin, levofloxacin, moxifloxacin,
trovafloxacin, gatifloxacin, and garenoxacin) to determine
their MICs by using the agar dilution method according to
the guidelines established by NCCLS (26). The 37
ciprofloxacin-resistant isolates included 13 isolates from
the 2001 SMART program (5 S. Typhimurium isolates and
8 S Choleraesuis isolates) and 24 recovered from 1996 to
2000 at hospital A (21 S. Typhimurium isolates and 3 S
Choleraesuis isolates). These ciprofloxacin-resistant iso-
lates were recovered from 29 patients. Six patients
(patients 9, 10, 11, 15, 29, and 32) had isolates that were
recovered after >7 days from various clinical specimens.
The patients’ ages ranged from <1 year to 84 years (mean
31 years); those <2 years of age were predominant (47%)
among patients with S Typhimurium isolations. None of
the patients with S. Choleraesuis bacteremia were <16
years. Among the 37 human isolates of ciprofloxacin-
resistant nontyphoid Salmonella isolates, 13 (3 of S
Typhimurium and 10 of S. Choleraesuis) were recovered
from blood specimens of 12 patients with bloodstream
infections. The rest of the isolates were recovered from
stool or urine specimens.

Dilution susceptibilities to the aforementioned fluoro-
quinolones were also performed for the 15 isolates from
pig herds, according to the NCCLS guidelines (26).

PCR Amplification and DNA Sequencing of
gyrA, gyrB, parC, parE, and acrR

The sequences of the primers for the polyermase chain
reaction (PCR) amplification of gryA, gyrB, parC, parE,
and acrR have been previoudly described (27-30). The
preparation of the template DNA and the determination of
seguences of each gene followed the procedures described
previously (27-29). The sequences of the quinolone resist-
ance-determining regions (QRDRS) were determined to be
between amino acids 54 and 171 of gyrA, 397 and 520 of
gyrB, 12 and 130 of parC, and 421 and 524 of parE.

Ciprofloxacin Accumulation

The accumulation of ciprofloxacin, with or without 100
mM carbonyl cyanide m-chlorophenylhydrazone, was
determined for two ciprofloxacin-resistant strains and one
ciprofloxacin-susceptible S. Typhimurium (ciprofloxacin
MIC = 0.06 pug/mL) as described previously (28,29).
These experiments were performed twice to ensure repro-
ducibility.

Molecular Typing

Genotyping of the human ciprofloxacin-resistant S.
Typhimurium (N = 26) and Choleraesuis (N = 11) isolates,
the 10 human ciprofloxacin-susceptible isolates of the two

serotypes, and the 15 isolates from pigs was determined by
the pulsotypes generated by pulsed-field gel electrophore-
sis (PFGE). The DNA extraction and purification were
also carried out as described previously (31,32). The DNA
was digested by the restriction enzymes Spel, Xbal, and
Binl (9,16,23,32), and the restriction fragments were sep-
arated in a CHEF-DRIII unit (Bio-Rad, Hercules, CA).
Interpretation of the PFGE profiles followed the descrip-
tion by Tenover et a. (33). Isolates belonging to the simi-
lar pulsotypes (within six band differences) by each of the
three restriction enzymes were defined as the same geno-
types (closely related clusters). Isolates with identical pul-
sosubtypes (no band differences) by the three restriction
enzymes were defined as the same genosubtypes (clones).

Results

Nationwide Resistance in 2001

The rates of ciprofloxacin resistance among isolates of
nontyphoid Salmonella, S. Typhimurium, and S
Choleraesuis from the 11 hospitals, stratified by region of
Taiwan, is shown in Table 1. Overdl, ciprofloxacin resist-
ance was found in 2.7% (18/671) of al nontyphoid
Salmonellaisolates from humans, 1.4% in S. Typhimurium
and 7.5% in S Choleraesuis nationwide (Table 1). Among
S Choleraesuis isolates, the highest rate of ciprofloxacin
resistance was found in hospital B (28.5%) and southern
region of Taiwan (9.5%). Among S. Typhimurium isolates,
the highest rate of ciprofloxacin resistance was found in
hospital D (25.0%) and in the northern region of Taiwan
(3.5%). Nontyphoid Salmonella isolates recovered from
patients in eastern region of Taiwan were all susceptible to
ciprofloxacin. Rates of resistance to ampicillin and chlo-
ramphenicol were higher in eastern Taiwan than those
from other regions of Taiwan. Resistance to cefotaxime
(three hospitals tested ceftriaxone instead of cefotaxime)
among al nontyphoid Salmonella isolates was low (<1%).
However, 6% and 4% of S. Choleraesuis isolates recovered
from central and southern Taiwan, respectively, were
resistant to cefotaxime (ceftriaxone).

Prevalence of Ciprofloxacin Resistance at Hospital A
The annual number of nontyphoid Salmonella isolates
(Salmonella group B and Salmonella group C) ranged
from 294 in 1996 (182 and 46, respectively) to 90 in 2001
(76 and 8, respectively). Overall, the rate of ciprofloxacin
resistance among nontyphoid Salmonella isolates was
2.1%. For Salmonella group B isolates, the rates of
ciprofloxacin resistance were high (6% to 9%) during 1996
and 1997, reached a trough in 1999 (3%), and increased
gradually in the following 2 years (4% in 2000 to 5% in
2001). Annual rates of resistance to ciprofloxacin among
Salmonella group C isolates fluctuated during the same 6-
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year period (data not shown). In 1996, 1998, and 2001,
none of the isolates were resistant to ciprofloxacin, and the
highest rate of ciprofloxacin resistance was found in 2000
(13%)).

The annual rates of resistance to ampicillin, cefotaxime,
chloramphenicol, and trimethoprim-sulfamethoxazole
among all nontyphoid Salmonella isolates, Salmonella
group B, and Salmonella group C at hospital A from 1996
to 2001 were evaluated. Overall, the prevalence of resist-
ance to cefotaxime among these isolates was low (0% to
4%). Rates of resistance to ampicillin, chloramphenicol,
and trimethoprim-sulfamethoxazole among all nontyphoid
Salmonella isolates declined gradualy from 1996 (64%,
64%, and 42%, respectively) to 2000 (47%, 52%, and
34%, respectively). In 2001, however, rates of resistanceto
ampicillin (73%) and chloramphenicol (76%) increased
but that of trimethoprim-sulfamethoxazole (28%) contin-
ued to decrease. A similar scenario was found among
Salmonella group B isolates. For Salmonella group C iso-
lates, rates of resistance to these agents also fluctuated dur-
ing the study period.

Antimicrobial Susceptibilities of Human
Ciprofloxacin-resistant Isolates

All of the human ciprofloxacin-resistant isolates were
highly resistant to ampicillin (MIC >128 pg/mL), chloram-
phenicol (MIC >128 pg/mL), and trimethoprim-sul-
famethoxazole (>128 pug/mL) but susceptible to cefotaxime
(MIC 0.06-8 pg/mL). These ciprofloxacin-resistant iso-
lates from humans al exhibited high-levels of resistance to
ciprofloxacin (MIC 8 to 64 pg/mL), levofloxacin (MIC
32-64 pg/mL), moxifloxacin (MIC 32-28 pg/mL), gati-
floxacin (MIC 16-32 pg/mL), garenoxacin (MIC 16-64
pg/mL), and trovafloxacin (MIC 8-64 png/mL).

RESEARCH

Fluoroquinolone Susceptibilities among
Swine S. Choleraesuis Isolates

All 15 isolates of S. Typhimurium and Choleraesuis
from pigs had reduced susceptibility to ciprofloxacin
(MIC >0.125 pg/mL). Eight of the 15 isolates (53%) were
susceptible or intermediate to ciprofloxacin according to
the NCCLS breakpoint recommendation (MIC <2
pug/mL). Seven (47%) isolates had high ciprofloxacin
MICs (MIC >64 pg/mL); these seven isolates were aso
highly resistant to five other newer fluoroquinolones: lev-
ofloxacin (MIC 32-64 pg/mL), moxifloxacin (MIC
32-128 ug/mL), trovafloxacin (MIC 64 ng/mL), gati-
floxacin (MIC 16-32 pg/mL), and garenoxacin (MIC
32-64 ng/mL).

Nucleotide Sequence Analysis

Of human ciprofloxacin-resistant S. Typhimurium iso-
lates, all were associated with two-base substitutionsin the
QRDR of gyrA at codon 83 (Ser83Phe) (TCC—TTC) and
87 (Asp87Gly) (GAC—GGC), and either Ser80Arg or
Glu4Lys in the QRDR of the parC gene (Table 2). One
base substitution in the QRDR of gyrA (Ser83Tyr or
Ser83Phe) was found in ciprofloxacin-susceptible isolates.
Oneisolate had a mutation in the QRDR of the gyrB gene,
but none had mutations in the QRDR of the parE gene.
None of the S. Typhimurium isolates, including
ciprofloxacin-susceptible or -resistant isolates, had muta-
tionsin the acrR genes.

Of human ciprofloxacin-resistant S. Choleraesuis, all
were associated with two-base substitutions in the QRDR
of the gyrA gene at codon 83 (Ser83Phe) and 87
(Asp87Asn), Ser80lle in the QRDR of the parC gene, and
GIn78Stp in the QRDR of the acrR gene (Table 3). None
of these isolates had mutations in the QRDR of the gyrB or
parE genes. One base substitution in the QRDR of the

Table 2. Characteristics of Salmonella enterica serotype Typhimurium isolates from humans? and pigs,” Taiwan

Mutation at
gyrA gene parC gene acrR gene
Ser83Phe  Ser83Phe
Ciprofloxacin MIC Asp87Gly Asp87Asn Ser83Phe Ser83Tyr  Ser80Arg  GluB4lys GIn78Stp Argl07Cys  Genotype:
susceptibility (N)  (ug/mL) (N) N) (N) (N) (N) (N) (N) (N) ~ genosubtype
Humans
Resistant (26) 16-64 24 2 0 0 24 2 0 0 1 (26), la(4),
Ic (5), Id (6),
le(2), If (1),
Ig (2), Ih (D),
li (1) 1j (), 1k
@, 1@
Susceptible (5)  0.03-0.25 0 0 1 2 0 0 0 0 la(1), b (1),
(1), IV (D),
V(D)
Pigs
Resistant (2) 128 2 0 0 0 2 0 0 0 I (2): 1c (1),
Im (1)
N =31
N =2
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gyrA (Asp87Asn) was found in the ciprofloxacin-suscepti-
ble isolates.

Of pig herd ciprofloxacin-resistant S. Typhimurium iso-
lates (N = 2), both had a mutation in the QRDR of the gyrA
and parC genes, respectively (Table 2). None of these iso-
lates had mutationsin the QRDR of the gyrB, parE, or arcR
genes. Among pig herd ciprofloxacin-resistant S
Choleraesuis isolates, al had two mutations in the QRDR
of gyrA (Ser83Phe plus Asp87Asn or Asp87Gly) and one
mutation in parC (Ser80lle) and arcR (GIn78Stp) (Table 3).

PFGE Analysis and Genotypes

All of the ciprofloxacin-resistant S. Typhimurium iso-
lates from humans had the same pulsotype (pulsotype S)
when the Spel restriction enzyme was used. Figures 1 and
2 illustrate the pulsotypes and pulsosubtypes of S
Typhimurium (Figures 1A and 1B) and S. Choleraesuis
(Figures 2A, 2B, and 2C) isolates by Xbal and Binl. Using
Xbal and BInl, we observed six and eight pulsosubtypes,
respectively, for S Typhimurium isolates. Among S
Choleraesuisisolates, one pulsotype (x) and one pul sosub-
type (x-1) were observed when the Xbal restriction
enzyme was used, and two pulsotypes (a and b) with six
pulsosubtypes (b-1 to b-6) were observed when the Binl
restriction enzyme was used. Using the three restriction
enzymes, we found that all ciprofloxacin-susceptible iso-
lates of S. Typhimurium and Choleraesuis had different
genosubtypes (clones).

Among human ciprofloxacin-resistant S. Typhimurium
isolates, all were closely related (genotype |) and belonged
to 11 genosubtypes (genosubtypes lato 1k). Among the 11
genosubtypes, la (4 isolates), Ic (5 isolates), and 1d (6 iso-

lates) predominated. The five ciprofloxacin-susceptible
isolates belonged to four genotypes (11-V) (Table 2). None
of the genotypes among the S. Typhimurium isolates stud-
ied were identical to those of DT104.

Of human S Choleraesuis isolates, 91% (10 of the 11
isolates) belonged to genotype B, which was different from
those of the five ciprofloxacin-susceptible isolates from
humans (genotypes C to G). None of the six genosubtypes
(B1 to B6) of the genotype B isolates was predominant.
Two isolates collected within 7 days of one another from
patient 4 had identical genosubtypes (B2), but those from
patient 7 had differing genosubtypes (B4 and B5) (Table 3).

Seven (54%) of the 13 swine S. Choleraesuis isolates
belonged to genotype B (Table 3). Among the six genosub-
types of genotype B, two genosubtypes (B2 and B5) were
also found in human isolates. Two swine isolates that
showed descreased susceptibility to ciprofloxacin (MICs,
0.5 pg/mL and 2 pg/mL, respectively) also belonged to
genotype B (genosubtypes B7 and B10, respectively).

Evidence for Active Efflux

Ciprofloxacin uptake appeared to be remarkably low in
the two ciprofloxacin-resi stant genotypes (genosubtypes |a
and B1) (Figure 3). A rapid increase in cell-associated
ciprofloxacin uptake among isolates belonging to the
genosubtypes was evident after addition of carbonyl
cyanide m-chlorophenylhydrazone (CCCP), a proton
motive force uncoupler.

Discussion
This report describes the rates of antimicrobial resist-
ance among nontyphoid Salmonella isolates in a universi-

Table 3. Characteristics of Salmonella enterica serotype Choleraesuis isolates from humans®and pigs” in Taiwan

Mutation at
gyrA gene parC gene acrRgene
Ser83Phe
Ciprofloxacin MIC Asp87Asn  Ser83Phe  Asp87Asn Ser83Tyr Asp87Gyr Ser80lle  GIn78Sip  Argl07Cys  Genotype:
susceptibility (N)  (ug/mL) (N) (N) (N) (N) (N) (N) (N) (N)  genosubtype (N)
Humans
Resistant (11) 16-64 11 0 0 0 0 0 0 0 A(1); B (10): B1
(2),B2(2),B3
(2),B4(1),B5
(2),B6(1)
Susceptible (5)  0.03-0.25 0 0 1 0 0 0 0 0 C(1),D(1),E
D, F@). 6O
Pigs
Resistant (5) 64 5 5 0 0 0 5 5 0 0B (5): B2 (1),
B5 (1), B8 (1),
B9 (2)
Susceptible or 0.5-2 0 1 1 2 4 0 0 0 B (2): B7 (1),
intermediate (8) B10 (1); H (1),
1. JE). K@)
N=16
N=13
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A Enzyme Xbal

Pulsotype M X-1X-2X-3X-4 X-5X-6X-7Y-1Y20 P Q M
2 3 45 6 7 8 9 10 1112 13 14

Lane

B Enzyme Binl
Pulsotype M B-1 B2B-3 B4B5B6B7TB8BBS C1C2 D E F
3 4

Lane 1 2 5 6 7 & 9 10 11 12 13 14

N .--.-..-.g

- - -
.

Figure 1. Pulsotypes and pulsosubtypes of S. enterica serotype
Typhimurium from humans and pigs obtained by pulsed-field gel
electrophoresis (PFGE) after digestion with Xbal (A) and Binl. (B).
Lanes M, molecular size marker. See Tables 2 and 3 for the des-
ignation of isolates for each indicated pulsotype or pulsosubtype.

ty hospital during a 6-year period. Furthermore, it charac-
terizes the nationwide dissemination of ciprofloxacin-
resistant strains of S. Typhimurium and Choleraesuis. Our
observationsin Taiwan suggest five important facets: First,
ciprofloxacin resistance among our nontyphoid
Salmonella from humans was high (2.7%), particularly
among human S Choleraesuisisolates. Furthermore, apre-
vious study found a remarkably high incidence (57%, 12
of 21 isolates) of S Choleraesuis at two major teaching
hospitalsin northern Taiwan in the second to third quarters
of 2001 (14). This observation contrasts greatly with our
findings (7.7%, 2 of 25 isolates, from four hospitals in
northern Taiwan, or 7.5% nationwide from March 2001 to
August 2001) (14).

Second, nearly al ciprofloxacin-resistant S
Choleraesuis isolates from humans and pigs collected in
19992002 were closely related to one another (genotype
B) and differed from those found in pigs in 1997-1998
(these isolates had highly diverse genotypes). These find-
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A Enzyme Xbal
Pulsotype M x-1x2 x3y z o p q M
Lane 1 6 7 8
¥ F— (=1

436.5

339.5
291.0

2425
194.0

145.5
97.0
485

I
f g h i jk M
7 9 10 11 12 13

436.5

339.5
291.0
2425

194.0
145.5
97.0

C Enzyme Bini
Pulsotype M b-1b-2 b-3b-4b-5b-6b-Tb-8b-9 M
Lane 6 7 8 9 10 1

Figure 2. Pulsotypes and pulsosubtypes of Salmonella enterica
serotype Choleraesuis from humans and pigs obtained by pulsed-
field gel electrophoresis (PFGE) after digestion with Xbal (A) and
Binl (B and C). Lanes M, molecular size marker. See Tables 2 and
3 for the designation of isolates for each indicated pulsotype or
pulsosubtype.
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Figure 3. Accumulation of ciprofloxacin by the two ciprofloxacin-
resistant isolates of genosubtype la of Salmonella Typhimurium
and genosubtype B1 of S. Choleraesuis and one clinical isolate of
S. Typhimurium (ciprofloxacin MIC = 0.06 pg/mL). Carbonyl
cyanide m-chlorophenylhydrazone (CCCP) (100 uM) was added
at the time indicated by the arrow.

ings suggest that nationwide dissemination of S
Choleraesuis isolates from pigs to humans occurred from
1999 to 2002. Two isolates (AC-6 and AC-10) of S
Choleraesuis from pigs had reduced susceptibility to
ciprofloxacin (MICs, 0.5 ug/mL and 2 png/mL, respective-
ly). They had an identical genotype (genotype B) to that of
most of the epidemic strains found in humans and pigs.
These strains had high-level ciprofloxacin resistance (MIC
16to 64 ug/mL). Thisindicates that the swineisolates with
reduced susceptibility to ciprofloxacin might be an ances-
tor (a unique clone line) of the isolates that are highly
resistant to ciprofloxacin and which have spread among
herbs and humans nationwide (23,27).

Third, the S Typhimurium strains (genotype 1) with
high-level fluoroquinolone resistance have been widely
disseminated in humans in Taiwan since 1996. Strains
belonging to genotype | and the other genotypes found in
this study were domestically acquired and were not related
to the clones of DT104, which were already disseminated
throughout Europe and the United States (15,23). In 1998,
one isolate exhibiting genotype | (genosubtype Ic) wasiso-
lated from a pig from southern Taiwan. Further studies on
S Typhimurium isolates from animals should be conduct-
ed to identify the primary source of the epidemic genotype
strains.

Fourth, an increasing prevalence of resistance to ampi-
cillin and chloramphenicol over time was observed in
human S Typhimurium isolates at hospital A. The spread
of third-generation cephal osporin-resistant isolates harbor-
ing plasmid-mediated CMY-2 like cephalosporinase
among S Typhimurium isolates has been previously
reported in Taiwan (6). Although al of the highly
ciprofloxacin-resistant isolates in our study were suscepti-
ble to cefotaxime, according to NCCLS guidelines (24),

fiveisolates from four patients with high cefotaxime MICs
(MIC 4-8 pg/mL) is noteworthy. The emergence of
decreased susceptibility to cefotaxime, along with the pre-
existing ciprofloxacin resistance among nontyphoid
Salmonella isolates, particularly those causing blood-
stream infection, makes antimicrobial therapy more com-
plicated.

Finally, rates of resistance varied geographically; high-
er rates of resistance to ampicillin and chloramphenicol
were found in the eastern region of Taiwan. However, none
of the nontyphoid Salmonella isolates collected in the east-
ern region of Taiwan was resistant to ciprofloxacin.

S Typhimurium and S. Choleraesuis isolates with high
levels of resistance to ampicillin, chloramphenicol,
trimethoprim-sulfamethoxazole, cipro-floxacin, and other
newer fluoroquinolones were rarely previously reported
(2,29,28,30,34). In most gram-negative bacteria, including
Salmonella, a high-level of fluorogquinolone resistance is
related to the presence of multiple mutationsin the QRDRS
of the genes, particularly in the gyrA and parC genes
(8,13,14,19,27,28,35).

Additional resistance mechanisms, such as decreased
cell envelope permeability (loss of outer membrane porins
or alterations of the lipopolysaccharide), decreased cellular
accumulation of quinolones involving the major multidrug
active efflux pump (AcrAB), or the presence of integrons,
can also be responsible for fluoroquinolones resistance and
resistance to a wide range of antimicrobial agents
(31,35-39). Mutations in the acrR (regulator/repressor)
gene are partly responsible for fluoroquinolone resistance
in Escherichia coli (29). In our study, the two major geno-
types (genotypes | and B) of ciprofloxacin-resistant iso-
lates had both mutations in the gyrA (at least two muta-
tions) and parC (at least one mutation) genes. The addition
of CCCP, resulted in an increase in cell-associated
ciprofloxacin uptake. This indicated that an active efflux
contributed to fluoroquinolone resistance (28-31). In our
study, acrR mutations were found in ciprofloxacin-resist-
ant S Choleraesuis, but not in Typhimurium, isolates. This
finding is consistent with that of previous reports (30).
Further studies are warranted to add clarification to the
complexity of the mechanisms of high-level resistance
among S. Typhimurium and Choleraesuis isolates.

PFGE analysis using restriction enzyme Xbal isawell-
established method for epidemiologic typing of the
Salmonella species (9,16,23,32). However, PFGE patterns
by Xbal for most ciprofloxacin-resistant isolates investi-
gated, including S Choleraesuis isolates from human and
animal origins, were indistinguishable. This scenario was
also found in PFGE patterns for human S Typhimurium
isolates. When Blnl was added, the discriminatory power
of pulsotyping improved among these ciprofloxacin-resist-
ant isolates. Genotyping by using pulsotypes generated by
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Xbal and Binl clearly demonstrated that several
ciprofloxacin-resistant clones (particularly, genosubtypes
la, Ic, and Id of S Typhimurium) had disseminated to
humans in Taiwan. Furthermore, some genosubtypes of
ciprofloxacin-resistant S. Choleraesuis were found only in
humans, and some were found only in pigs; however, two
clones (genosubtypes B2 and B5) were found in both
humans and pigs.

Research studies have provided evidence that antimi-
crobial agents used in agriculture and closely related
agents used in human medicine have been exerting selec-
tive pressure on their target bacteria, particularly
Salmonella, Campylobacter, and Escherichia coli
(1,20,40). In Taiwan, quinolones (e.g., enrofloxacin) have
been used in animals and humans (from nalidixic acid to
the latest fluoroguinolone moxifloxacin) for >30 years. A
governmental survey among farmers and feed mill opera-
torsin 1999 indicated that 40% of farmers and 50% of feed
mill operators used quinolone agents (particularly
enrofloxacin) on their flocks or herds of pigs for growth
promotion or therapeutic purposes (41). Previous investi-
gations demonstrated that >90% of Campylobacter species
and 6% of E. coli from chickens were resistant to
ciprofloxacin (41,42). When the selective pressure of
quinolones persisted, isolates, or some cloneswith reduced
susceptibility (a single gyrA mutation) to quinolones,
might develop full resistance (two gyr A mutations or mul-
tiple mutations in the QRDRs of other genes) in animals or
humans and could probably jump from animals to humans
(14,27). Our observations and findings from Chiu et al.
indicate that outbreak-associated human Salmonella
strains with high-level ciprofloxacin resistance might have
emerged several years ago, similar to strains with antibio-
types of reduced susceptibility, but with identica geno-
types, in humans or animals (14).

In conclusion, our investigation documented that S
Typhimurium and S. Choloraesuis isolates, which are high-
ly fluoroquinolone-resistant and multidrug-resistant, have
become widespread pathogens in Taiwan. The recent
occurrence of ciprofloxacin resistance among Salmonella
in animals, and its nationwide spread, is of particular con-
cern. The remaining therapeutic options available to vet-
erinarians and physicians for treatment of extraintestinal
salmonellosis and other invasive infections include only
third-generation cephalosporins. However, ciprofloxacin-
resistant isolates, with reduced susceptibility to cefo-
taxime, have already emerged in Taiwan. Restricted use of
quinolones in animal husbandry and active surveillance of
quinolone resistance among Salmonella are crucial mitiga-
tion efforts to reduce selection and clonal spread of
quinolone-resistant Salmonella.
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Escherichia coli Producing CTX-M-2
B-Lactamase in Cattle, Japan

Yutaka Shiraki,* Naohiro Shibata,t Yohei Doi,T and Yoshichika Arakawat

From November 2000 to June 2001, Escherichia coli
strains producing CTX-M-2 B-lactamase were isolated from
6 (1.5%) of 396 cattle fecal samples and 2 (0.7%) of 270
surface swabs of cattle carcasses in Japan. The blactyx.u-2
gene responsible for CTX-M-2 production was encoded on
transferable plasmids, and the gene was transferred to E.
coli CSH2 with a very high frequency (2 x 104 to 6 x 101
per donor cells) by conjugation. Random amplified poly-
morphic DNA analysis of nine isolates showed at least five
different patterns. These findings suggest that CTX-M-2
producers might have originated from cattle through the
use of cephalosporins such as ceftiofur and that cattle
could be a reservoir of CTX-M-2—producing E. coli.
Continuous and strategic surveillance of antimicrobial-
resistant bacteria in livestock is essential to suppress fur-
ther dissemination of these bacteria into society at large.

Sortly after a variety of expanded-spectrum
ephal osporins were introduced in the 1980s, bacterial
strains producing extended-spectrum -lactamases
(ESBLS), such as TEM- or SHV-derived ESBLSs, emerged
in Europe (1), and since then, their variants have been pro-
liferating around the world (2,3). More recently, CTX-M-
type B-lactamases, a small but growing family of broad-
spectrum classA B-lactamases, wereinitially discovered as
MEN-1 (EMBL accession no. X92506) and also later
found as Toho-1 in Japan in 1993 (4). Since the early
1990s, these 3-lactamases have been identified in various
bacterial  species belonging to the family
Enterobacteriaceae (5). Several questions regarding the
origin and mode of proliferation of the CTX-M-type 3-lac-
tamases are unclear. Unlike TEM- and SHV-derived ESBL
producers, the CTX-M-type B-lactamase producers have
been incidentally and sporadically detected as single clini-
cal isolates from patients with urinary tract infections and
thelike (6,7) over an extensive geographic area, including
Europe, South America, and the Middle and Far East. The
cause of this global distribution is not well known (5,8).

*Gifu Prefectural Office of Meat Inspection, Gifu, Japan; and
tNational Institute of Infectious Diseases, Tokyo, Japan

Moreover, derivation of the CTX-M-type enzymes or the
prototype of this enzyme with its narrow spectrum remains
unknown (9-12).

In Japan, clinical isolation of the TEM- or SHV-derived
ESBL producers is still rare (13,14); Escherichia coli
strains producing CTX-M-2 3-lactamase, one of the CTX-
M family, have been predominantly isolated to date (13).
On the other hand, clinical isolates producing IMP-1 type
metallo-B-lactamase, which show resistance to carbapen-
ems and cephamycins as well as various expanded-spec-
trum cephalosporins, have been identified in Japan (15),
and the proliferation of these strains has become a clinical
concern (16). As for the disproportionately low isolation
rate of the TEM- or SHV-derived ESBL producers in
Japan, carbapenems and cephamycins, whose use has been
restricted in many Western countries, have been preferen-
tially used as first-line drugs in Japan (13,15). This prac-
tice makes it more plausible that TEM- or SHV-derived
ESBL producers would be rarely isolated and that metallo-
[3-lactamases would be isolated often in Japan. However, it
is not easy to explain the predominant isolation of E. coli-
producing CTX-M-2 B-lactamase that is usually suscepti-
ble to carbapenems and cephamycins like TEM- or SHV-
derived ESBL producers. In addition, since CTX-M-2 j3-
lactamase producers tend to be isolated from patients who
have neither received antimicrobial drugs nor been hospi-
talized, the existence of healthy carriers of CTX-M-2 pro-
ducers was suspected (17,18). Still, one cannot assume
healthy carriers exist on the basis of the low isolation rate
of strains producing broad-spectrum class A B-lactamases
in Japan.

One hypothesis to address these issues is that CTX-M-
2 might have emerged elsewhere than in humans and that
the enzyme might have originated in livestock. Recently, a
global threat developed because certain antimicrobial-
resistant bacteria, such as vancomycin-resistant enterococ-
ci (19), Salmonella enterica Typhimurium DT104 (20) and
fluoroquinolone-resistant Campylobacter jejuni and C.
coli (21) emerged in food animals possibly through the use
of antimicrobial drugs for growth promotion or disease
treatment. However, few reports have been published
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about strains in animals producing ESBLs or CMY-type
cephamycinases, which confer resistance to expanded-
spectrum cephal osporins (22,23), and no CTX-M-type [3-
lactamase producer has been isolated from animals.
Therefore, to examine this hypothesis, we conducted a
study to isolate any strains producing extended-spectrum
class A B-lactamases from cattle at Japanese slaughter-
houses.

Materials and Methods

Sampling and Bacterial Culture

From November 2000 to June 2001, atotal of 396 fecal
samples of cattle and surface swabs of 270 cattle carcass-
es were collected at two slaughterhouses in Gifu
Prefecture, Japan. ESBL screening agar plates (17), which
were prepared using BTB Lactose agar (Nissui
Pharmaceutical Co., Tokyo, Ltd., Japan) containing 2
ug/mL of cefotaxime (Chugai Pharmaceutical Co., Ltd.,
Tokyo, Japan) and 8 ug/mL of vancomycin (Shionogi &
Co., Ltd., Osaka, Japan), were used to isolate gram-nega-
tive enterobacteria that produce broad-spectrum class A 3-
lactamases. One swab was used to sample each cattle
feces, and two swabs were used for each cattle carcass. For
sampling of the cattle feces, a swab was inserted into the
core of alump of feces. When severa cattle were kept in
the same enclosure, adirect rectal swab was sampled from
each of the cattle. Shoulder and rump were swabbed sepa-
rately in each cattle carcass; the size of the swabbed area
was approximately 20 x 20-square centimeters for each
swab. Swabs of feces were plated directly on the screening
agar. Swabs of carcasses were suspended in a 10-mL
Trypticase soy broth (Nissui Pharmaceutical Co.) contain-
ing 2 ng/mL of cefotaxime and 8 pg/mL of vancomycin,
and then plated on the screening agar. The remaining
Trypticase soy broth with bacteria was further incubated
overnight. A swab of bacterial culture was then plated on
the screening agar. Colonies suspected to be enterobacteria
were isolated and identified by using the APl 20E system
(bioMérieux, Marcy I’ Etoile, France). E. coli isolates were
serotyped with a dide agglutination kit (Denka Seiken Co.,
Ltd., Tokyo, Japan) and were screened for genes of viru-
lence factors, including Shiga toxins and E. coli attaching
and effacing factor by polymerase chain reaction (PCR)
(24).

Detection of B-Lactamases

The acidmetric B-lactamase test was performed by
using P/Case TEST (Showa Yakuhin Kako Co., Ltd.,
Tokyo, Japan) to detect B-lactamase production in the iso-
lates. According to the manufacturer’s instructions, the
colonies were spread on two indicator disks, containing
benzylpenicillin and cephaloridine with clavulanic acid,

respectively. When the strain produces class A B-lacta-
mases, including TEM- or SHV-derived ESBLS, or CTX-
M-type enzymes, the color of a disk containing ben-
zylpenicillin turns yellow. The other disk, containing
cephaloridine with clavulanic acid, remains purple because
hydrolysis of cephaloridine by the class A B-lactamases is
blocked in the presence of clavulanic acid. If the strain
produces class C or class B -lactamases, both disks turn
yellow because these enzymes are no longer blocked by
clavulanic acid. The isolates suggested to produce extend-
ed-spectrum class A B-lactamase were further investigated
to determine whether they produced ESBL s by the double-
disk diffusion test (25), using two Kirby-Bauer disks
(Eiken Chemical Co., Ltd., Tokyo, Japan). A swab of bac-
terial culture (approximately 106 CFU/mL) to be tested
was spread on a Mueller-Hinton agar plate (Eiken
Chemical Co.), and one disk containing cefotaxime, cef-
tazidime, ceftriaxone, cefpodoxime, aztreonam, or
cefepime was put on the plate. The other disk, containing
amoxicillin+clavulanic acid, was a so placed alongside the
first disk (center-to-center distance of approximately 3
cm), and the agar plate was then incubated for 18 hours.
When an expansion of the inhibitory zone between the two
disks was observed, the isolates were speculated to pro-
duce ESBL.

Conjugation and Plasmid Profiles

Conjugation experiments were performed by using E.
coli CSH2 as arecipient, as previously described (17). A
mixture of donor and recipient strains was incubated in
Luria-Bertani broth (Difco Laboratories, Detroit, MI) at
37°C for 18 hours. Transconjugants were selected by using
BTB Lactose agar plates supplemented with 100 pug/mL of
rifampicin (Daiichi Pharmaceutical Co., Ltd., Tokyo,
Japan) and 2 pg/mL of cefotaxime to inhibit the growth of
the donor strain and the recipient strain, respectively.
Frequency of transfer was calculated by dividing the num-
ber of transconjugants by the number of donors. Plasmid
DNA was prepared from the isolates and their transconju-
gants by using Quantum Prep Plasmid Miniprep Kit (Bio-
Rad Laboratories, Richmond, CA), according to the man-
ufacturer’s instructions. After agarose gel electrophoresis,
the sizes of the plasmids were determined by comparing
their migration distances with those of plasmids of known
sizes.

Susceptibility Testing

MICs were determined by overnight broth-microdilu-
tion method using MicroScan ESBL Confirmation Panel
(Dade Behring, Sacramento, CA). This panel was designed
to detect ESBL producers in accordance with the National
Committee for Clinical Laboratory Standards (NCCLS)
document M100-S9 (26). The MIC of ceftiofur (Pharmacia
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Co., Kaamazoo, MI), an expanded-spectrum
cephal osporin often used in veterinary medicine, was aso
determined by the broth-microdilution method in accor-
dance with NCCLS document M7-A4 (27). E. coli ATCC
25922 and Pseudomonas aeruginosa ATCC 27853 were
used as quality-control strains.

PCR and DNA Sequencing

To determine the genotype of strains producing broad-
spectrum class A B-lactamases, PCR was performed by
using primers specific to TEM, SHV (13), CTX-M-1
(MEN-1) (28), CTX-M-2 (29), and CTX-M-9 (8) genes.
The PCR products were sequenced by using a BigDye
Terminator Cycle Sequencing Ready Reaction kit
(Applied Biosystems, Foster City, CA) with the same
primersfor PCR. The DNA sequences were analyzed in an
ABI PRISM 377 XL Sequencer Analyzer (Applied
Biosystems).

RAPD Analysis

Random amplified polymorphic DNA (RAPD) andysis
was performed by using Ready-To-Go RAPD anaysis
beads (Amersham Pharmacia Biotech, Piscataway, NJ),
according to the manufacturer’s instructions. DNA was
prepared from the isolates using InstaGene DNA
Purification Matrix (Bio-Rad Laboratories), also according
to the manufacturer’s instructions. The reaction mixture
contained 25 pmol of one of six RAPD analysis primers
(Amersham Pharmacia Biotech) and 10 uL of DNA prepa-
ration in afinal volume of 25 uL. Amplification was per-
formed with initial denaturation at 95°C for 5 minutes, fol-
lowed by 45 cycles of 1 minute at 95°C, 1 minute at 36°C,
and 2 minutes at 72°C. The amplified products were sepa-
rated by electrophoresis in 1.5% agarose gel. The finger-
prints were compared visually, and patterns were consid-
ered different when they differed by at least one amplifica-
tion band.

Results

Identification of B-Lactamases

Of 396 fecal samples of cattle, 104 (26.3%) samples
gave colonies on the ESBL screening agar. Among the
strains grown on the screening agar, 32 strains of E. coli
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and 2 strains of Citrobacter koseri were positive through
the P/Case TEST for production of penicillinase,
cephalosporinase, or both (Table 1). The double-disk diffu-
sion test was performed on 28 strains that were specul ated
to produce penicillinase; 7 strains isolated from 6 (1.5%)
of 396 fecal samples were positive. However, two strains,
GS553 and GS554, which produced cephal osporinase and
penicillinase, showed a clear expansion of the inhibitory
zone only when adisk of cefepime, abetter detection agent
for ESBLs in the presence of an AmpC B-lactamase (30),
was used. By a PCR analysis with a set of PCR primers
specific for blacrx.m-2, a 900-bp fragment was amplified
from the seven strains that were positive in the double-disk
diffusion test (Table 1). However, since CTX-M-2 and
Toho-1 have only one amino acid substitution, genes for
blacrx-m-2 and blarene-1 Were indistinguishable by the PCR.
DNA sequencing of the PCR products subsequently
showed that all were 100% identical with the blactx.m-2
reported (31). Similarly, two strainsisolated from 2 (0.7%)
of 270 surface swab samples of cattle carcasses were pos-
itive in the double-disk diffusion test and possessed blacrx-
v-2 (Table 1).

Although @l 9 isolates producing CTX-M-2 B-lacta-
mase were E. coli, their serotype of O antigen could not be
defined with 43 commercially available antisera that were
representative serotypes of pathogenic E. coli. Moreover,
genes of virulence factors described previously were not
detected from the strains by PCR.

Antimicrobial Susceptibility Testing

The susceptibilities of two representative isolates,
GS528 and GS554, and their transconjugants are shown in
Table 2. All the isolates were resistant to piperacillin, cefo-
taxime, ceftriaxone, cefpodoxime, cefepime, and aztreon-
am, and more resistant to cefotaxime than to ceftazidime.
Except for strains GS553 and GS554, the B-lactamase
inhibitor clavulanic acid (fixed concentration of 4 ug/mL)
reduced MICs of cefotaxime and ceftazidime by >210- and
>24-fold, respectively. These susceptibility profiles of the
isolates were similar to those observed for strains that pro-
duced CTX-M-2 B-lactamase (31). Both GS553 and
GS554 strains, which produced cephal osporinase as well
as penicillinase, were resistant to cefotetan, cefmetazole,
and cefoxitin as well as piperacillin, cefotaxime, ceftriax-

Table 1. Number of B-lactamase producers isolated from cattle®

Acidmetric B-lactamase test

Sample (no.) Species Total PC PC and CS Cs PCR typing

Feces (396) Escherichia coli 32 7 19 6 7 (CTX-M-2)
Citrobacter koseri 2 2 0 0 0

Swab® (270) E. coli 5 2 2 1 2 (CTX-M-2)
C. freundii 1 0 1 0 0

#PC, penicillinase; CS, cephalosporinase; PCR, polymerase chain reaction.
PSwab, surface swab of cattle carcass.
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Table 2. MICs of B-lactams for Escherichia coli strains isolated from cattle, transconjugants, and recipients?®

MIC (ug/mL) for E. coli strain:

Antimicrobial drug GS528 CSH2 trGS528 GS554 CSH2 trGS554 CSH2
Piperacillin >64 >64 >64 >64 <16
Cefotaxime >128 >128 >128 >128 <05
Cefotaxime + CLA® <0.12 <0.12 32 32 <0.12
Ceftazidime 2 4 32 32 <05
Ceftazidime + CLA <0.12 <0.12 16 32 <0.12
Aztreonam >64 64 >64 64 <0.5
Ceftriaxone >64 >64 >64 >64 <0.5
Cefpodoxime >64 >64 >64 >64 <05
Cefepime >32 >32 >32 >32 <1
Cefotetan <05 <05 >32 >32 <05
Cefmetazole 1 1 >16 >16 1
Cefoxitin <2 <2 >32 >32 <2
Meropenem <05 <05 8 4 <05
Ceftiofur >1,024 >1,024 >1,024 >1,024 <0.25

®E. coli CSH2 trGS528 and trGS554 were transconjugants of E. coli GS528 and GS554, respectively.

PCLA, clavulanic acid at a fixed concentration of 4 ug/mL.

one, cefpodoxime, cefepime, and aztreonam. In addition,
clavulanic acid hardly reduced the resistance levels of
these two strains to cefotaxime and ceftazidime. These
results, together with those obtained through the double-
disk diffusion test, suggested that both GS553 and GS554
strains produced putative AmpC B-lactamase at high levels
as well as the CTX-M-2 B-lactamase. All the isolates pro-
ducing CTX-M-2 B-lactamase were highly resistant to cef-
tiofur (MIC >1,024 pug/mL).

Plasmid and RAPD Analysis

Conjugation experiments indicated that all the isolates
were able to transfer their cefotaxime resistance to the
recipient and that the resistance to cephamycins observed in
both strains GS553 and GS554 was aso transferred to the
transconjugant. All transconjugants produced the same [3-
lactamase(s) of their donor strains, and susceptibility pro-
files of the transconjugants were also similar to those of
donor strains (Table 2). These results demonstrated that
blacrx.m-2 genes of the isolates might be encoded on trans-
ferable plasmids. The frequency of transfer was very high

(2x 104 to 6 x 101 per donor cells) (Table 3). Plasmid pro-
files of theisolates showed one to three large plasmids with
five different patterns in each strain, while an approximate-
ly 33-MDa plasmid was common among all the strains.
Approximately 33-MDa and 50-MDa plasmids were both
transferred to recipient cells in al the strains (Table 3).
RAPD analysis of atotal of nine isolates gave at least five
different patterns (Figure, Table 3). Although strains GS553
and GS554 were isolated from the same fecal sample, they
differed in RAPD pattern and plasmid profile.

Discussion

We investigated the cause of the disproportionate emer-
gence of CTX-M-2 B-lactamase and so-called ESBLS,
including TEM- or SHV-derived enzymes, in Japan. We
isolated E. coli strains producing CTX-M-2 -lactamase
from 6 (1.5%) of 396 feca samples from cattle and 2
(0.7%) of 270 surface swabs of cattle carcasses. Negative
results, however, do not necessarily mean the organisms
are absent on the slaughterhouse carcasses because of the
limited size of the overall swabbed surface area.

Table 3. Characteristics of CTX-M-2 B-lactamase—producing Escherichia coli isolated from cattle®

Transferred Frequency
Strain Source B-lactamase” Plasmid profile (MDa) plasmid (MDa) of transfer RAPD pattern
GS528 Feces 1 PC 33, 50, 86 33,50 6x10* A
GS542 Feces 2 PC 33, 50, 86 33,50 2x10* A
GS547 Feces 3 PC 33, 50, 86 33,50 3x10* A
GS553 Feces 4 PC and CS 33,50, 61 33,50 3x10? B
GS554 Feces 4 PCand CS 33,50 33,50 2x 10" C
GS721 Feces5 PC 33 33 9x10? D
GS733 Feces 6 PC 33 33 2x 10" D
GS631 Swab®1 PC 33,86 33 5x10* E
GS671 Swab 2 PC 33,86 33 6x10* E

#PC, penicillinase; CS, cephalosporinase; RAPD, random amplified polymorphic DNA.

bB-lactamases were detected by acidmetric B-lactamase test.
“Swab, surface swab of cattle carcass.
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Figure. Random amplified polymorphic DNA (RAPD) patterns of
CTX-M-2 PB-lactamase—producing Escherichia coli isolated from
cattle. Lanes M, 100-bp DNA ladder; lanes 1-9, strains GS528,
GS542, GS547, GS553, GS554, GS721, GS733, GS631, and
GS671, respectively. Five RAPD patterns, A to E, were produced
with RAPD analysis primer 4 (Amersham Pharmacia Biotech,
Piscataway, NJ).

Our findings raised a complex question: Did CTX-M-2
B-lactamase producers initially emerge in cattle or
humans? We assume they emerged from cattle. Indeed, we
found no direct evidence of transmission of E. coli strains
producing CTX-M-2 B-lactamase from cattle to humans,
but our results strongly suggested that transmission of the
CTX-M-2—producing microorganism might have occurred
between cattle and humans. This speculation is supported
by the fact that CTX-M-2 B-lactamase-producers isolated
from humans in Japan are identified predominantly as E.
coli, as was observed in Japanese cattle. According to the
survey of ESBLsin human clinical isolatesin Japan, Toho-
1-type B-lactamase was the most prevalent, and half of the
Toho-1-type B-lactamase producers were E. coli (13).
Moreover, the Toho-1-type B-lactamases reported in sever-
a studies in Japan were later found to be CTX-M-2 by
PCR and sequencing analyses. Furthermore, according to
the survey of ESBL producers in human stool specimens
reported recently in Japan, Toho-1-type B-lactamase—pro-
ducing enterobacteria were isolated from 2 (0.5%) of 366
specimens (17). Since the survey samples were from 231
inpatients and 135 outpatients with diarrhea, the rate of
CTX-M-2 producers in healthy humans in Japan is esti-
mated to be <0.5%. Indeed, by chi-square analysis, the iso-
lation rate (1.5%) of CTX-M-2 producers in cattle feces
obtained in our study showed no statistically significant
difference from that of ESBL producers in human cases
reported previously in Japan (17). However, we speculate
that CTX-M-2 producers found in cattle have something to
do with those from humans. Many reports substantiate that
bacteria can be transmitted from food-producing animals
to humans through the food chain, and we found that the
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surface of cattle carcasses was stained with the CTX-M-
2—producing bacteria. Our speculation is also supported by
the fact that TEM- or SHV-derived ESBLs have not been
detected from livestock so far even in Western countries,
where they have been widely detected with a high frequen-
cy in various medical institutions. In other words, if trans-
mission of ESBL producers from human to cattle can
occur with some frequency, several TEM- or SHV-derived
ESBL producers would be isolated also from cattle.
However, no such finding has been reported even in
Western countries. Thus, prospective investigations should
be conducted to understand the current status of E. coli
strains that produce CTX-M-enzymes in livestock, espe-
cialy in those countries where CTX-M-enzymes have
been found in humans.

Recently, SHV-12 [3-lactamase—producing E. coli was
isolated from a dog with recurrent urinary tract infections
(22). The origin of the isolate, however, was not known
since the treatment with  expanded-spectrum
cephalosporins was not been recorded. In livestock,
although penicillinases such as TEM-1 and TEM-2 have
been identified from cattle (23,32—34), pigs (35), and poul-
try (36), isolation of ESBL producers has not been report-
ed. On the other hand, ceftriaxone-resistant Salmonella
isolates, which produce plasmid-mediated AmpC-type B-
lactamase such as CMY-2, are proliferating globally (37).
Ceftriaxone-resistant Salmonella and E. coli strains have
been also isolated from cattle recently in the United States
(23,32,33,35). These findings suggest that cattle can serve
as an incubator or reservoir of these antimicrobial drug-
resistant bacteria. The authors of the U.S. studies suggest-
ed that the emergence of the AmpC-mediated
cephal osporin resistance may have been a consequence of
the use of ceftiofur, the only cephalosporin approved for
systemic use in food animals in the United States
(23,32,35). Dunne et a. support this hypothesis, indicating
that the use of ceftiofur in cattle may have contributed to
the emergence of the ceftriaxone-resistant Salmonella
because the isolate shows cross-resistance between ceftio-
fur and ceftriaxone (33). In our study, all the isolates pro-
ducing CTX-M-2 B-lactamase were also highly resistant to
ceftiofur. What antimicrobial agents had been used at
Japanese cattle farms where the CTX-M-2 producers were
isolated is not well known, since the samples were collect-
ed at slaughterhouses. However, ceftiofur was the only
expanded-spectrum cephal osporin approved for livestock
in Japan when our study was conducted. In addition, the
MIC (>1,024 png/mL) of ceftiofur for CTX-M-2 producers
isolated in this study was relatively higher than those (2 to
>32 ug/mL) for TEM- or SHV-derived ESBL producers
(38) that have been emerging in so many humans. Thus,
the emergence of CTX-M-2 B-lactamase—producing E.
coli in Japan might also be a consequence of the use of cef-
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tiofur for livestock. However, why CMY-2 type class C -
lactamase is predominantly found in livestock in the
United States is not clear. The types of antimicrobial
agents and their use for livestock in that country may have
contributed to its high prevalence of CMY-2 producers,
although no statistical data are available about the differ-
ences in usage of antimicrobial agents between the United
States and Japan. Continuous and prospective investiga-
tions of veterinary usage of the antimicrobia agents as
well as surveillance of antimicrobial-resistance seem nec-
essary for preventing the emergence and further prolifera-
tion of antimicrobial-resistant bacteriain livestock.

The CTX-M-2 producers were not considered to reflect
a clonal expansion of an E. coli strain carrying blacry.w-2
because five distinct RAPD patterns and plasmid profiles
were identified in the nine isolates. These findings suggest
that stealthy plasmid-mediated dissemination of blacryx.m-2
geneamong E. coli strains might be under way with the
continuous consumption of the third-generation
cephalosporin for veterinary use. Conjugal transfer of R-
plasmid might occur in the intestinal tract, which is the
main habitat of ESBL producers (17,39). Both strains
GS553 and GS554 were isolated from the same fecal sam-
ple and produced the same B-lactamase, but they were dif-
ferent in terms of RAPD analysis and plasmid profile.
Frequencies of transfer of the isolates were high (Table 3).
These results suggested that conjugal transfer of the R-
plasmids also occurred in the intestina tract of cattle.
Therefore, the possibility of further transfer of the resist-
ance profile of E. coli to expanded-spectrum
cephalosporins to other pathogenic bacteria such as
Salmonella spp. and diarrheagenic E. coli should not be
ignored.

The isolates in this study did not correspond to the
serotypes of pathogenic E. coli, and they did not possess
the virulence factors assayed. However, lack of virulence
factors might contribute to subclinical increase of healthy
carriers of these strains and might promote their dissemi-
nation among both cattle and human. Especialy in live-
stock, environmental contamination and transmission
among individual animals by these strains could expand
rapidly because of their breeding system. Therefore, CTX-
M-2 producers may well be disseminated even further in
cattle farms hereafter. Although nosocomial bacteria that
produce extended-spectrum class A B-lactamases have
thus far been considered to emerge only among in humans,
our study suggested that CTX-M-2 producers could poten-
tially emerge in livestock and that cattle might be an orig-
inal reservoir of CTX-M-2 producers. Therefore, active
and continuous surveillance and strategic countermeasures
are necessary for antimicrobial-resistant bacteria, includ-
ing those strains producing such B-lactamases as CTX-M-
type, CMY-type (37,40) and metalloenzymes (16) in live-

stock, especially in countries where these producers have
emerged in human populations.
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Nosocomial Bloodstream Infection
and Clinical Sepsis

Stéphane Hugonnet,* Hugo Sax,* Philippe Eggimann,* Jean-Claude Chevrolet,* and Didier Pittet*

Primary bloodstream infection (BSI) is a leading, pre-
ventable infectious complication in critically ill patients and
has a negative impact on patients’ outcome. Surveillance
definitions for primary BSI distinguish those that are micro-
biologically documented from those that are not. The latter
is known as clinical sepsis, but information on its epidemi-
ologic importance is limited. We analyzed prospective on-
site surveillance data of nosocomial infections in a medical
intensive care unit. Of the 113 episodes of primary BSI, 33
(29%) were microbiologically documented. The overall BSI
infection rate was 19.8 episodes per 1,000 central-line
days (confidence interval [CI] 95%, 16.1 to 23.6); the rate
fell to 5.8 (Cl 3.8 to 7.8) when only microbiologically docu-
mented episodes were considered. Exposure to vascular
devices was similar in patients with clinical sepsis and
patients with microbiologically documented BSI. We con-
clude that laboratory-based surveillance alone will under-
estimate the incidence of primary BSI and thus jeopardize
benchmarking.

Pimary bloodstream infection (BSI) is aleading, infec-
tious complication among critically ill patients (1). It
represents about 15% of all nosocomia infections (2,3)
and affects approximately 1% of all hospitalized patients
(4), with an incidence rate of 5 per 1,000 central-line days
(5). The impact on patient outcome is tremendous; BSI
increases the mortality rate (6,7), prolongs patient stay in
an intensive care unit (ICU) and in the hospital (7-9), and
generates substantial extra costs (7,8). For these reasons,
surveillance and prevention of BSI are high priorities, and
several interventions have proven to be effective (10-16).

The Centers for Disease Control and Prevention (CDC)
surveillance definitions of BSI delineate two distinct enti-
ties: infections that are microbiologically documented, and
those that are not, called clinical sepsis (17). Although sur-
veillance of the former can be laboratory based, detection
of clinical sepsis requires prospective on-site surveillance.
The surveillance strategy determines whether clinical sep-
sis will be detected, thus affecting the overall BSI inci-
dence rate.

*University of Geneva Hospitals, Geneva, Switzerland

Because prospective on-site surveillance requires more
resources than laboratory-based surveillance, the choice of
the surveillance strategy should be based on knowledge of
the importance of clinical sepsis. To our knowledge, clini-
cal sepsis has never been investigated. This article
describes the epidemiology of clinical sepsisin a medica
ICU.

Methods

Setting

The study took place in the 18-bed medical ICU of a
large teaching hospital in Geneva, Switzerland, from
October 1995 to November 1997. The unit admits 1,400
patients per year; the mean length of stay is 4 days.

Surveillance and Definitions

The surveillance strategy of nosocomia infection has
been described previously (12). Briefly, one infection con-
trol nurse visited the ICU daily (5 of 7 days), gathered
information from medical and nursing records, microbio-
logic and x-ray reports, and interviews with nurses and
physicians in charge. All patients staying >48 hours were
included and followed up for 5 days after ICU discharge
(18). Nosocomial infections were defined according to
CDC criteria (17), except that asymptomatic bacteriuria
was not considered an infection (19). Collected variables
included al nosocomial infections, demographic charac-
teristics, admission and discharge diagnoses, exposure to
invasive devices and antibiotics, and ICU and hospital sur-
vival status.

Microbiologically documented BSI required one of the
following: 1) recognized pathogen in the blood and
pathogen not related to an infection at another site; or 2)
fever, chills, or hypotension; and any of the following: a) a
common skin contaminant is isolated from at least two
blood cultures drawn on separate occasions, and the organ-
ismis not related to infection at another site; b) acommon
skin contaminant isisolated from blood culturein a patient
with an intravascular device, and the physician institutes
appropriate antimicrobial therapy; c) apositive antigen test
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on blood and the organism is not related to infection at
another site (17).

Clinical sepsis was diagnosed when the patient had
either fever, hypotension, or oliguria, and all of the follow-
ing: 1) blood not cultured or no microorganism isolated; 2)
no apparent infection at another site; and 3) physician
institutes appropriate antimicrobial therapy for sepsis (17).

The surveillance strategy, definitions, and the discharge
policy did not change over the study period. Patients were
discharged from the ICU, according to specific guidelines
designed for this unit, and compliance with these guide-
lines was checked daily by a senior staff member. An
ongoing intervention aiming to reduce catheter-related
infection was begun in March 1997. Reports on the inter-
vention and its effect have been published previously (12).

Statistical Analysis

All primary BSI were considered in the first part of the
analysis. Episodes of BSI that were not associated with a
central line were identified. Infection rates were expressed
asthetotal number of episodes per 1,000 |CU patient days,
or the number of episodes associated with a central line per
1,000 central-line days. Their corresponding 95% confi-
dence intervals (Cl) were computed, according to the nor-
mal approximation of the Poisson distribution.

The study population was then divided into three
groups to describe the epidemiology of clinical sepsis. The
first group included all patients who remained free of any
ICU-acquired BSI; the second group comprised all
patients whose first episode was a microbiologically docu-
mented BSI, and the third group included those whose first
episode was clinical sepsis. Only the first episode of BSI
was considered. We then performed a subgroup anaysis
comparing patients with and without BSI but with at least
a 5-day stay in the ICU. This analysis was conducted to
exclude patients who died or were discharged quickly after
ICU admission to ensure that patients without BSI were
sufficiently exposed to the risk of acquiring nosocomial
BSI.

Exposure to invasive devices was estimated by the pro-
portion of patients exposed to the device and the duration
of the exposure. We separately investigated peripheral,
arterial, and central vascular lines. Among patients with
BSI, the duration of the exposure to the vascular line was
censored at onset of the first episode of BSI.

Continuous variables were summarized by means or
medians and compared with the Student t-test or a non-
parametric test, when appropriate. Categorical variables
were compared by using chi-square or the Fisher exact
test. All tests were two-tailed, and p values <0.05 were
considered statistically significant. All statistical analyses
were conducted with Stata 7.0 (Stata Corporation, College
Station, TX).

RESEARCH

Results

We surveyed 1,068 patients who stayed in the ICU >48
hours, for amedian length of stay of 5 days (range 2-134),
totaling 7,840 ICU patient days. Median age was 62.9
(range 16.2-92.0), and male-to-female ratio 622/446. The
main admission diagnoses were infectious (38.7%), car-
diovascular (24.2%), and pulmonary (17.7%) conditions.
We detected 554 ICU-acquired infections, yielding an
infection rate of 71 episodes per 1,000 patient-days (95%
Cl 64.8 to 76.5). The leading sites were the lungs (pneu-
monia, 28.7%), bloodstream (20.4%), skin and soft tissue
(15.3%), catheter exit site (13.5%), and urinary tract
(12.2%). We detected nine episodes of secondary BSI, six
secondary to aurinary tract infection, two to alower respi-
ratory tract infection, and one to a skin and soft tissue
infection.

Of 113 episodes of BSI, 33 (29.2%) were microbiologi-
cally confirmed, and 80 (70.8%) were clinical sepsis. Four
episodes (three of clinical sepsis and one of microbiologi-
caly confirmed BSI) were not associated with a central
line. Blood cultures were drawn in most of the clinical sep-
sis episodes (66/80, 82.5%). Exposure to systemic antimi-
crobial drugs before blood culture was 39.4% (13/33)
among patients with microbiologically documented BSI
and 77.3% (51/66) among patients with clinical sepsis (p <
0.001). Among the 20 patients with microbiologically doc-
umented BSI who had not received antimicrobial drugs
during the 48 hours before the blood culture, 6 were in a
therapeutic window (antibiotherapy was suspended before
drawing blood cultures to increase the culture’s sensitivity).

Among the 33 episodes of microbiologically confirmed
BSI, 4 were polymicrobial. The most frequently isolated
microorganisms were coagul ase-negative staphylococci (n
= 21). Other gram-positive cocci were Saphylococcus
aureus (n = 1) and Enterococcus faecalis (n = 2). Gram-
negative rods included Enterobacter aerogenes (n = 2),
Serratia marcescens (n = 2), Escherichia coli (n = 1),
Proteus mirabilis (n = 1), and Pseudomonas non-aerugi-
nosa (n = 1). Other microorganisms found were Candida
albicans (n = 1) and Propionibacterium acnes (n = 2).

Table 1 displays BSI infection rates per 1,000 patient
days and central-line days. The overall rate of BSI was
19.8 per 1,000 central-line days (Cl 95%, 16.1 to 23.6) and
markedly differed when only microbiologically document-
ed BSI were considered. These 113 BSIs occurred in 91
patients; 73 patients had a single episode, 14 had two, and
4 had three episodes. The first episode was microbiologi-
cally documented for 28 patients and diagnosed as clinical
sepsis for 63.

Selected characteristics of patients with and without
BSI are displayed in Table 2. Patients without BSI tended
to be older; the distribution of admission diagnosis was
similar in both groups, but intoxication was more prevalent
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Table 1. Primary bloodstream infection rates

Incidence rate/1,000 patient days Incidence rate/1,000 central-line days
N (Cl 95%)? N (Cl 95%)
All primary bloodstream infections 113 144 (11.8t017.1) 109 19.8 (16.1t0 23.6)
Microbiologically documented 33 4.2 (2.8t05.6) 32 5.8(3.8107.8)
Clinical sepsis 80 10.2 (8.0to 12.4) 7 14.0(10.9t0 17.1)

°Cl; confidence interval.

in patients without BSI, although the difference was not
statistically significant. IlIiness appeared more severe in
patients with BSI, as estimated by a higher number of dis-
charge diagnoses, alonger ICU length of stay, and a high-
er mortality rate. After patients who stayed <5 days were
excluded, 558 patients remained in this analysis. The pic-
ture remained the same. In particular, both groups were of
similar age (p = 0.054); the proportion of patients admitted
for intoxication was 1.9% in those without BSI and 2.3%
in patients with BSI (p = 0.82).

The occurrence of pneumonia, urinary tract infection,
and other infections was similar in patients with microbio-
logically documented BSI and clinical sepsis, but less fre-
guent in patients without BSI. However, catheter exit-site
infection was more frequent in patients with clinical sepsis
(Figure).

The results of exposure to invasive devices are shown
in Table 3. Exposure to vascular lines was censored at the
time of the first episode of BSI. Exposure to central lines
and arterial lines was similar in patients with a micrabio-
logically documented episode of BSI and in those with
clinical sepsis but much lower in patients without BSI.
Three episodes of primary BSI occurred in patients with-
out a central line in place before onset of infection.
Similarly, exposure to urinary catheter and mechanical
ventilation was lower in patients without BSI. After
patients who stayed <5 days in the ICU were excluded,
exposure to central vascular lines remained more impor-
tant in patients with BSI (96.6% of exposed patients vs.
76.4%, p < 0.001), and duration of the exposure was also
longer in this group (median [range], 9 days [1-39], vs. 7
days[1-117], p = 0.002).

Median ICU length of stay was longer among patients
with microbiologically documented BSI (15.5 days; range
4-67) and clinical sepsis (14.0 days; range 3-48) than
among patients with no BSI (4 days, range 2-134), (both p
< 0.001). The hospital mortality rates among patients with-
out BSI, with amicrobiologically confirmed BSI, and with
clinical sepsiswere 22.7%, 32.1%, and 39.7%, respective-
ly; the difference was statistically significant between the
first and last group (p = 0.01).

Discussion

This study shows the importance of primary BSI; the
bloodstream was the second most frequent infection site,
representing 20% of all infections. We also found that a
minority of BSl were microbiologically documented and
that ignoring clinical sepsis has a large impact on the BS|
infection rate. To our knowledge, thisisthefirst report that
provides a detailed epidemiologic description of clinical
Sepsis.

Whether clinical sepsis represents a primary BSI or
whether it is a systemic reaction accompanying an unrec-
ognized infection at another site or a noninfectious sys-
temic inflammatory response are valid concerns (1,20-23).
The definition is not specific because it requires, among
other criteria, only one of three clinical signs (fever,
hypotension, or oliguria). Also, this condition mandates
antimicrobial therapy prescribed by the physician for sus-
pected sepsis. Thus, we decided to use unmodified defini-
tions, elaborated by CDC and widely used because they
are still considered the standard operational definitions for
surveillance of nosocomia infections. An epidemiologic
description of patients without BSI, with microbiological-

Table 2. Selected characteristics of the study population®

Characteristic Patients without BSI, n = 977 Patientswith BSI, n=91 p value
Sex 0.28
Male (%) 562 (57.5) 60 (65.9)
Female (%) 415 (42.5) 31 (34.1)
Median age (range) 63.0 (16.2-92.0) 59.2 (18.7-86.8) 0.05
Admission diagnosis
Infectious (%) 377 (38.6) 36 (39.6) 0.86
Cardiovascular (%) 241 (24.7) 17 (18.7) 0.2
Pulmonary (%) 171 (17.5) 18(19.8) 0.59
Neurologic (%) 68 (7.0) 10 (11.0) 0.16
Intoxication (%) 50 (5.1) 2(22) 0.22
Others (%) 70(7.2) 8(8.8) 0.57
No. of discharge diagnoses (range) 5 (1-30) 6 (1-19) <0.001
ICU length of stay (range) 4 (2-134) 14 (3-67) <0.001
ICU mortality rate 154 (15.8) 25(27.5) 0.004

3BSl, bloodstream infection; ICU, intensive care unit.
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Table 3. Exposure to invasive devices among patients with and without primary bloodstream infection

Microbiologically

No BSl, n=977 confirmed BSI, n=28 Clinical sepsis, n =63

Peripheral catheter

Exposed patients (%) 858 (87.8) 24 (85.7) 58 (92.1)

Catheter-days [days, median (range)] 3(1-30) 4 (1-10)° 5.5 (1-20)°
Centrd line

Exposed patients (%) 627 (64.2) 27 (96.4) 61 (96.8)

Catheter-days [days, median (range)] 4 (1-117)¢ 8 (2-39) 8 (1-33)
Arterial line

Exposed patients (%) 791 (81.0) 28 (100) 62 (98.4)

Catheter-days [days, median (range)] 3(1-47)¢ 7 (2-23) 8 (1-21)
Mechanical ventilation

Exposed patients (%) 380 (38.9)" 19 (67.9) 53 (84.1)°

MV-days [days, median (range)] 3 (1-123)° 12 (2-61) 11 (1-35)
Urinary catheter

Exposed patients (%) 665 (68.1) 27 (96.4) 58 (92.1)

Catheter-days [days, median (range)] 3(1-77)"° 12 (1-63) 14 (1-45)

®BSl, bloodstream infection; MV, mechanical ventilation.
®p = 0.059 when compared to no BSI.

“p < 0.001 when compared to no BSI, and p = 0.053 when compared to microbiologically confirmed BSI.

9p < 0.005 when compared to microbiologically confirmed BSI and clinical sepsis.
°p = 0.097 when compared to microbiologicaly confirmed BSI.

ly documented BSI, and with clinical sepsis providesvalu-
able information. First, approximately 90% of primary
BSIs occur in patients with intravascular devices, especial-
ly central lines, and these represent the most powerful risk
factors for BS| (24). In our study population, exposure to
central and arterial lines was similar in both groups of
patients with BSIs, but the frequency and duration of the
exposure were of greater importance than they werein the
group of patients without BSIs. The longer exposure to
vascular devices does not reflect theimpact of BS| because
exposure was censored at time of BSI. Consequently, the
most powerful risk factor for clinical sepsisis the same as
that for microbiologically documented BSI.

Second, during the same study period we implemented
an intervention targeted at vascular-access care to reduce
the incidence of catheter-related BSIs (12). We observed a
dramatic decrease in the incidence of all catheter-related
infections: catheter exit-site infection dropped from 9.2 to
3.3 episodes per 1,000 |CU-patient days (64% reduction),
and microbiologically documented BSI dropped from 3.1
to 1.2 episodes per 1,000 ICU-patient-days (61% reduc-
tion). A parallel sharp decrease occurred in the rate of clin-
ical sepsis, which went from 8.2 to 2.6 episodes per 1,000
ICU-patient days (68% reduction). Rates of ventilator-
associated pneumonia and urinary tract infection did not
change over time. These two sets of results, same exposure
and same response to a prevention program, strongly sug-
gest that clinical sepsisisindeed primary BSI.

Blood cultures were performed in most (82.5%) cases
of clinical sepsis and were negative. The absence of
microorganisms can be explained in several ways. First,
bacteremiais not constant, and sensitivity of the blood cul-
ture increases with the number of cultures drawn and the
volume of the sample (25-27). Second, most of our
patients (77%) with clinical sepsis were receiving broad-

spectrum antimicrobial drugs for other conditions, thus
decreasing the sensitivity of the test. This pattern of
antimicrobial prescription is usua in critical care, as
reported in large studies which showed that >60% of the
patients were receiving antimicrobial drugs on the day of
the study (2,28,29). In further studies to delineate the epi-
demiology and pathophysiology of clinical sepsis, the sen-
sitivity of blood cultures should be maximized and should
include genomic approaches to identify pathogens, espe-
cially if antimicrobial therapy has been initiated.

The question arises regarding whether to include clini-
cal sepsis in surveillance of BSI, considering the amount
of work generated by on-site prospective surveillance,
compared to laboratory-based surveillance. In response,
the following elements should be considered.
Benchmarking is increasingly performed and is part of the
quality improvement process. However, the sensitivity of
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