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Economics and Preventing
Hospital-acquired Infection

Nicholas Graves*

The economics of preventing hospital-acquired infec-
tions is most often described in general terms. The under-
lying concepts and mechanisms are rarely made explicit
but should be understood for research and policy-making.
We define the key economic concepts and specify an illus-
trative model that uses hypothetical data to identify how two
related questions might be addressed: 1) how much should
be invested for infection control, and 2) what are the most
appropriate infection-control programs? We aim to make
explicit the economics of preventing hospital-acquired
infections.

pproximately 1 in 10 hospitalized patients will acquire

an infection after admission, which results in substan-
tial economic cost (1). The primary cost is that patients with
hospital-acquired infections have their stay prolonged, dur-
ing which time they occupy scarce bed-days and require
additional diagnostic and therapeutic interventions (2).
Estimates of the cost of these infections, in 2002 prices,
suggest that the annual economic costs are $6.7 billion per
year in the United States (3)! and £1.06 billion (approxi-
mately US $1.7 billion) in the United Kingdom (4).

The economic rationale for preventing hospital-
acquired infections has been discussed (5,6) and can be
summarized as follows: hospital-acquired infections take
up scarce health sector resources by prolonging patients’
hospital stay; effective infection-control strategies release
these resources for alternative uses. If these resources have
a value in an alternative use, then the infection control pro-
grams can be credited with generating cost savings; these
infection control programs are costly themselves, so the
expense of infection control should be compared to the
savings.

For many hospital infections, the costs of prevention are
likely to be lower than the value of the resources released
(4,7,8), even when costs “are estimated liberally and the
benefits presented conservatively” (9). Under these circum-
stances, infection control should be pursued, since more

*Centre for Health Research—Public Health (CHR-PH),
Queensland University of Technology, Kelvin Grove, Brisbane,
Australia
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stands to be gained than lost (5). We attempt to make
explicit the concepts on which these arguments rely and, in
particular, concentrate on providing a framework for
answering two questions: how much in total should we
invest in prevention for any given infection-control situa-
tion, and how should this investment be allocated among
competing infection-control strategies? Our aim is to make
the economics of prevention explicit while using a mini-
mum of technical language, algebra, and economics jargon.

Concepts and Definitions

Valuing Resources Attributable to
Hospital-acquired Infection

Infection uses hospital resources. By preventing infec-
tion, these resources are saved. For some of these
resources, the associated expenditures may be terminated,
and the savings would be expressed in terms of cash-sav-
ings, for example saving on drugs, consumables, and
nursing staff employed on a contract that can be terminat-
ed at short notice. However, expenditures associated with
many resources are difficult to avoid in the short term, and
conserved resources cannot be easily, or costlessly,
exchanged for cash. A longer-term obligation to the
resource may exist due to a contractual commitment, such
as an employment contract with a staff member or a lease
agreement for a diagnostic device, or a physical commit-
ment, such as investment in buildings, capital equipment,
and infrastructure.

These differences illustrate the differences between
fixed and variable costs. While cash-savings from avoided
variable costs are easy to quantify, the resources that rep-
resent fixed costs cannot be exchanged for cash in the
short-term. Researchers have found that 84% (10) and
89% (4) of the costs of hospital care are fixed in the short
term. Furthermore, expenditures made to acquire fixed
resources, recorded by cost-accountants, may or may not

1Care should be taken in interpreting this estimate, as it was
derived from data gathered in the mid-1970s (Study on the
Efficacy of Nosocomial Infection Control-SENIC).
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PERSPECTIVES

3,500,000
3,250,000
3,000,000
2,750,000
2,500,000
2,250,000
2,000,000
1,750,000 -
1,500,000

1,250,000 \ X

1,000,000

Costs and benefits ($)

750,000
500,000

250,000 T

Figure 1. A model of investment
in infection-control activities. Line
A, cost and effectiveness of
infection control; line B1, gross
costs of infection and benefits of
prevention; line B2, net costs of
infection and benefits of infection
control; line C, total costs; point
X, incidence that minimizes total
costs.
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be an accurate assessment of their economic value.
Because financial expenditures on fixed costs are unavoid-
able in the short-term, they are largely irrelevant to deci-
sion-making in the short-term. For economic analysis, we
prefer to explore the value of the best alternative use of the
resources that are fixed in the cost structure of the hospi-
tal. This value is the opportunity cost of the resource.

Perspective for Economic Evaluation

Many have argued that the benefits of infection control
are widespread. Treating infection represents an economic
burden to the hospital, and prevention saves these costs
(4,11-20); however, less is known about other benefits.
One reason might be that hospital administrators, who hold
the purse strings for infection control, are primarily inter-
ested in savings to their budgets and do not focus on other
benefits that might arise for patients, informal caregivers,
or other healthcare agencies (20). A broader perspective
might include the monetary value of avoided illness and
death from hospital infection. Attributing excess illness
and death to hospital infection, however, is difficult, and
accurately valuing these very real costs is fraught with
problems. Still, when a narrow perspective is adopted, and
costs and benefits other than those that fall directly on the
hospital sector are excluded, economic analyses may
underestimate the social benefits of infection-control pro-
grams.

Incremental and Marginal Analyses

Incremental and marginal analyses are concerned with
changes to “cost” and “benefit” in respect to the status quo
(existing hospital expenditures and their outcomes) (21). If
the existing budget for infection control is $100,000 and a
new infection-control program costs $40,000, the total cost

562

of infection control will increase to $140,000. The incre-
mental cost of the new program is the change in total cost
from $100,000 to $140,000, or $40,000. If implementing
this program avoids 50 bloodstream infections, then the
incremental benefits are 50 avoided infections. Marginal
analysis is similar but refers to a change of just one unit,
say $1 or one infection. Most infection-control programs
would cause incremental changes, not pure marginal
changes.

Infection-Control Investment and Strategies

In the sections that follow, we adopt the perspective of a
hospital administrator and only examine costs and savings
to the hospital. We do not seek to determine a social value
of the health benefits of avoiding hospital-acquired infec-
tion, so the estimate of the benefits of infection control is
conservative. We also assume that all decisions are made
within the short term; this is the time frame in which fixed
costs cannot be changed. The model illustrated in Figure 1
uses hypothetical data to analyze the costs and benefits of
prevention and provides answers to both questions: 1) how
much to invest for infection control and 2) which are the
most appropriate infection-control programs.

How Much To Invest for Infection Control

The horizontal axis in Figure 1 represents an incidence
of wound infections in 50,000 patients undergoing hip
replacement. The vertical axis represents cost and potential
savings. Line A summarizes the relationship between the
cost and the effectiveness of infection control strategies.
To achieve the low incidence of 0.01% requires an invest-
ment of resources in infection control valued at $1.5 mil-
lion. However, to reduce rates to only 5.00% requires a
lesser investment of $393,661. Line B1 represents the

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 10, No. 4, April 2004



gross costs of hospital infection, i.e., the gross savings that
would result from prevention. These costs and potential
savings increase with incidence. The primary cost of hos-
pital infection is the loss of bed-days due to prolonged
length of stay. Care must be taken in valuing these bed-
days and other resources used for hospital infection (22).
For economic analysis, consider what else could be done
with the resources released by prevention. A hospital in
which rates of infection are successfully reduced will have
more bed-days available, so new patients can be admitted.
The value of these new admissions to the hospital repre-
sents the gross costs of infection and, therefore, the poten-
tial gross savings from prevention. For example, if demand
for hip replacement is such that patients, their insurers, or
the public medical system is prepared to pay $1,250 to the
hospital for each additional case treated, then the opportu-
nity cost of wound infection is the revenue that could be
earned by treating extra cases with the bed-days used by
hospital infection. In Appendix 1 (available online at:
http://www.cdc.gov/eid/vol10n04/02-0754.htm#appl), we
illustrate how to calculate these costs for an incidence of
10.00% and 5.00%, and these data are used to plot line B1
in Figure 1.

So far we have restricted our discussion of the cost and
savings from prevention to changes in the use of bed-
days. We should also consider the financial expenditures
made by the hospital. The financial expenditures on
resources that represent fixed costs are largely irrelevant,
as they cannot be avoided in the short-term. However,
fixed costs are certainly being used more productively.?
More relevant are the variable or discretionary costs that
change in response to a decrease in the incidence of hos-
pital infection. First, patients who previously would have
stayed for 15 days with a hospital infection now stay only
10 and will incur lower variable costs.? If the decrease in
variable costs from reducing length of stay by 5 days is
$100 per patient, then line B1 in Figure 1 is too low an
estimate of the costs of infection and the potential savings
from prevention. However, variable costs will also
increase as a result of the increase in patient turnover. At
rates of zero infection, hospitals are treating 2,500 more
patients than before, and this will cause an increase in
variable costs. For example, the capacity to perform the
surgery will have to be increased, requiring more sur-
geons, anesthetists, operating room nurses, and prostheses
and other consumables. If the increase in variable cost is
evaluated at $750 per new admission, then this must be
offset against the $100 per patient reduction in variable
costs and the $1,250 increase in revenue per case. The
result is the net costs of infection and net savings from
prevention. In Appendix 2 (available online at:
http://www.cdc.gov/eid/vol10no4/02-754.htm #app2), we
illustrate how to calculate these costs for an incidence of
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10.00% and 5.00%. This suggests that the gross cost of
infection (the gross savings from prevention), marked by
line B1, is incorrect. We indicate the correct values, the
net cost of infection (the net savings from prevention), by
line B2.

Line Cin Figure 1 is the total cost to the healthcare sys-
tem and is the sum of lines A and B2 for every incidence
rate of hospital infection. For example, at an incidence of
9.00%, the net cost of infection is $1,582,536 (Line B2),
and the cost of prevention programs is $132,088 (Line A).
The sum of these at an incidence of 9.00% is $1,714,624
(Line C).

The incidence of infection that minimizes total cost,
indicated by Line C, is marked with an X in Figure 1, and
achieving this incidence represents a rational objective for
policy makers. To explore this point further, consult
Appendix 3 (available online at: http://www.cdc.gov/eid/
vol10n04/02-0754.htm#app3), which includes the values
used to plot lines A, B2, and C between the incidence rates
of 2.9% and 3.4%. We conclude that point X is a rational
policy goal because, at this point, marginal savings exact-
ly compensate the marginal investments in prevention. In
contrast, investments that drive infection rates lower than
point X are not adequately compensated. The data includ-
ed in Appendix 3 show that the last infection we should
prevent will cost $17,810 in terms of infection-control
activities and will release resources worth $17,810.

The investment in prevention that achieves the rate indi-
cated by point X is therefore the correct budget constraint
for infection control. At point X, there is no net gain or loss,
which signals the best achievable, or equilibrium, outcome.

Determining Appropriate Infection-Control Programs
There are many different ways of preventing hospital
infections and therefore many different ways of moving
toward point X. Choices have to be made among the
numerous competing infection-control programs available.
To help make these choices, we apply the technique of
incremental cost-effectiveness analysis (23), where the
costs of the interventions are represented in monetary
terms, and the benefits are measured in natural units com-
mon to all interventions under consideration. For this
example, the benefits of the infection-control programs are

2At rates of 10% the fixed costs of the organization were used to
treat 50,000 patients, but at zero rates of infection, 52,500 patients
were treated with the same volume of fixed costs; this represents
an improvement in efficiency. See Appendix 1, available online at
http://www.cdc.gov/ncidod/EID/vol10n04/02-0754.htm#appl

3Reductions might be in expenditures on antimicrobials to treat the
infection, the equipment used to deliver therapy, and on resources
used for wound care such as dressings, irrigations, and other con-
sumables. Also, the workload of the nursing staff may be reduced,
so expenditures on agency nurses might be reduced.
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PERSPECTIVES

Table. Cost, effectiveness, and benefits of six competing
infection-control strategies

Incremental cost

Option of prevention Incremental benefit® Effect”
Option 6 $299,611 1,942 4.00%
Option 3 $523,487 1,205 2.50%
Option 2 $643,487 3,346 6.80%
Option 5 $812,457 3,448 7.10%
Option 1 $874,512 1,059 2.20%
Option 4 $892,931 3,960 8.00%

#Cases prevented.
PReduction in incidence.

the number of cases of infection avoided. We should
choose the infection-control programs that minimize the
cost per infection avoided while remaining within the
budget constraint identified by point X.

A useful first step is to identify a patient group and an
infection to prevent. Keeping with the example of infec-
tion in hip replacement, the next step is to identify all rea-
sonable strategies that might prevent this type of infection.
In our example, we propose six strategies and assume that
all available prevention strategies are represented by these
six options. The cost, effectiveness, and benefits of each
are illustrated in the Table, and these data are plotted in
Figure 2. Options 1 to 6 compete with each other, and only
the most appropriate will be used.

The status quo is an incidence of 10.00% for a popula-
tion of 50,000 patients who receive a new hip in a given
period. Option 6 is clearly preferable to options 1 to 5
because the cost of preventing one infection by this mode
is only $154, calculated by dividing the cost of option 6 by
the benefit of option 6, both relative to the status quo. This
is an incremental cost-effectiveness ratio (ICER). See
Appendix 4 (available online at: http://www.cdc.gov/eid/
vol10n04/02-0754.htm#app4) to clarify how to calculate

1,000,000 -
900,000 4
800,000 4
700,000 4
600,000

500,000 4

Cost (3)

400.000

300,000

200,000 4

100,000 4

ICERs. In our example, the hospital should first invest
$299,611, moving from the origin to option 6.

Now, all other options (except option 6) are still avail-
able, and any further decisions must be evaluated with
respect to option 6, the new status quo. Both option 1 and
option 3 are less effective and more costly than the status
quo (option 6) and so are excluded. Option 2 beats options
4 and 5; although all prevent further infections, option 2
does so at the lowest cost. The hospital should invest a fur-
ther $343,876, moving from option 6 to option 2. The sta-
tus quo is now option 2, and only options 4 and 5 remain,
with the final move being to option 4.

The question of which are the most appropriate infec-
tion-control programs has been answered. A policy repre-
sented by a line that joins the origin to the points marked
option 6, option 2, and option 4 illustrates the most appro-
priate, most cost-effective, infection-control strategy.

We have pursued the most cost-effective pathway with-
out considering point X, where total costs to the healthcare
system are minimized. Consider the information included
in Figure 3. This is a version of Figure 1 that includes the
incremental costs and benefits of the six competing strate-
gies described above. The status quo, at an incidence of
10%, and the moves to options 6, 2, and 4 that define the
cost-effective pathway are marked. The figure shows that
the hospital should not invest beyond the point defined by
option 2. While a further move to option 4 is the lowest
cost alternative for preventing further cases of infection,
option 4 exceeds the budget constraint and ultimately
increases costs to the healthcare system (line C).

Discussion
Many have considered the economics of preventing
hospital-acquired infection. We argue, with the exception

Figure 2. A model of cost, effective-
ness, and benefits of six competing
infection-control strategies.
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Figure 3. Six competing infec-
tion-control strategies imposed
on the model of investment in
infection-control activities.

Line G

Status
quo

80 85 90 95 10.0

of one study (24), the complexity of the economic issues
has been neglected. In this article we attempt to make the
economics explicit. We demonstrated how the concept of
opportunity cost might be used to value the costs of hospi-
tal infection and therefore the savings from infection con-
trol programs. We argue that existing literature uses
financial costs to represent the cost of infection, and this
method may lead to erroneous conclusions. Financial costs
are a monetized estimate value of health-services cost (25)
and might not satisfy the definition of opportunity cost. We
offer an explicit treatment of how variable costs change in
response to infection control and highlight the difference
between the gross and net costs of hospital infection. We
also suggest that, as the perspective for the analysis broad-
ens, the costs of infection and the potential benefits of
infection control increase. This will affect the position of
point X in our example and, therefore, affect infection con-
trol policy. Finally, we identify a budget constraint for
infection control where the costs of prevention are com-
pensated by simultaneous cost-savings and illustrate how
incremental cost-effectiveness analysis might be used to
identify the most efficient choices for infection control.
To build the model we propose requires data to plot
lines B2 and A; obtaining these data will allow line C to
be estimated and point X to be identified for any given
hospital infection scenario. Plotting line B2 requires data
on the incidence of hospital infection and the resulting
opportunity costs. Although a complicated task, progress
is being made with the specification of models (26,27),
and establishing the true effect of hospital infection on
length of stay and cost is now a more rigorous process.
Deriving values of alternative uses of these bed-days rep-
resents further challenges. Due to the absence of a reliable
market mechanism for health care, finding an accurate
valuation for a marginal admission to a hospital is difficult

Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 10, No. 4, April 2004

(28), as is finding the opportunity cost of bed-days.
Further research in this area is required. Plotting line A
requires that the cost and effectiveness of competing
infection control strategies be understood. Although the
number of economic evaluations that include an assess-
ment of costs and benefits of infection-control strategies
are limited (29), a broad and diverse literature exists on
the effectiveness of many infection-control interventions.
The quality of the evidence is likely to be variable,
encompassing a range between correctly designed, ran-
domized controlled trials and subjective, expert opinion.
If the findings could be synthesized in a rigorous manner,
uncertainty characterized, and summary estimates of the
likely effectiveness derived, the costs of these strategies
could be estimated separately and the data required to plot
line A procured. With data to plot lines A and B2, line C,
and point X can be estimated. Achieving this for the
numerous patient groups and sites of hospital infection
will be a major task, but the conceptual framework,
expertise, and data are available for an explicit treatment
of the economics of preventing hospital infection.
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Reanalyzing the 1900-1920
Sleeping Sickness Epidemic
In Uganda

E.M. Févre,* P.G. Coleman,t S.C. Welburn,* and |. Maudlin*

Sleeping sickness has long been a major public health
problem in Uganda. From 1900 to 1920, more than
250,000 people died in an epidemic that affected the south-
ern part of the country, particularly the Busoga region. The
epidemic has traditionally been ascribed to Trypanosoma
brucei gambiense, a parasite now confined to central and
western Africa. The Busoga region still reports sleeping
sickness, although it is caused by T.b. rhodesiense, com-
monly believed to have spread to Uganda from Zambia in
the 1940s. Our analysis of clinical data recorded in the
early 1900s shows that the clinical course of sleeping sick-
ness cases during the 1900-1920 epidemic in Uganda was
markedly different from T.b. gambiense cases, but similar
to T.b. rhodesiense. These findings suggest that T.b. rhode-
siense was present in Uganda and contributed to the epi-
demic. The historic context is reassessed in the light of
these data.

ganda is affected by Gambian sleeping sickness,
which is caused by infection with Trypanosoma bru-
cei gambiense, and Rhodesian sleeping sickness, which is
caused by T.b. rhodesiense. T.b. rhodesiense occurs in the
eastern part of the country, whereas T.b. gambiense occurs
in the northwestern part of the country. From 1900 to 1920,
the Busoga region of Uganda experienced a large-scale
epidemic of the disease, during which an estimated
250,000 people (1), a third of the population of the region,
died (Figure 1). It is believed that the species of parasite
responsible for this first documented epidemic in Uganda
was T.b. gambiense and that T.b. rhodesiense was intro-
duced there in the 1940s when another, smaller epidemic
was identified in the same region. However, this idea has
been the subject of some debate (2,3).
The first published description of sleeping sickness
cases in the 1900-1920 epidemic was made by A.R. and
J.H. Cook in their Church Missionary Society (CMS)

*University of Edinburgh, Roslin, Midlothian, United Kingdom and
ftLondon School of Hygiene and Tropical Medicine, London,
United Kingdom
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Hospital at Mengo on February 11, 1901 (4,5). The extent
of the epidemic became clear as the number of case-
patients seen at that hospital increased and as the disease
was identified around the northern shore of Lake Victoria
(6,7). The study of sleeping sickness at the time focused on
discovering the causative agent; being newly recognized in
Uganda, the disease had not been previously described in
eastern Africa. The discovery of trypanosomes as a disease
agent and their mode of transmission was relatively recent.
Bruce (8) described transmission of cattle trypanosomes
by tsetse flies in Zululand in 1895; the causative agent of
“Trypanosoma fever” in the Gambia had been indicated in
1902 by Forde (9) and described by Dutton (10) as
Trypanosoma gambiense (now classified as T.b. gambi-
ense). At the time of the Ugandan outbreak, Manson (11)
believed that the disease was linked to Filaria perstans
(now known as Mansonella perstans), a blood-dwelling
nematode of no clinical importance. Early efforts in
Ugandan patients infected with sleeping sickness focused
on detection of F. perstans. T.b. rhodesiense was described
for the first time (in present day Zambia) in 1910 (12), and
T.b. rhodesiense was confirmed in Uganda during the next
major epidemic 30 years later (13).

I \ajor water bodies
"/ Present-day districts

o 100 Kilometers
Figure 1. Map of Uganda showing its location in East Africa (inset)

and the location of the Busoga region where approximately
250,000 people died from 1900 to 1920.
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A New Disease?

It is not known how long sleeping sickness may have
existed in Uganda before 1900. Most of the pioneering sci-
entists assumed it was a new problem to the region because
they found no evidence that it had occurred there before,
and they assumed that the disease always occurred as an
epidemic. However, Christy (7) noted that sleeping sick-
ness had probably been present long before it was first
documented and that it probably originated in Busoga, the
core of the present day T.b. rhodesiense focus. Similarly,
on reviewing the available evidence, Duke (14) states that
“some form of human trypanosomiasis” had occurred
around the Ugandan shores of Lake Victoria prior to the
epidemic.

Confusion over the existence of sleeping sickness in
this area was intertwined with the available knowledge of
the causative organism. We have already seen that T.b.
gambiense was the only human-infective trypanosome to
have been described at the time. Furthermore, sleeping
sickness was recognized in many parts of central Africa
(15). It had not been documented previously in eastern
Africa, and the assumption was that the Ugandan disease
was an extension of the epidemic raging westward in the
(present day) Democratic Republic of Congo.

When the epidemic began in Uganda, Castellani (16)
noticed two groups of distinct clinical symptoms among the
patients. The infection in the first group he called
Trypanosoma fever, as is was similar to the disease seen in
the Gambia and ascribed to T. gambiense (10,17). The sec-
ond infection he called sleeping sickness, and tentatively
called the trypanosome that he found in those cases T.
ugandense (16). The distinction was essentially clinical;
what he called sleeping sickness was a much more virulent
infection than the Trypanosoma fever caused by T. gambi-
ense. Bruce et al. (18) described two cases of a disease “not
unlike Trypanosoma fever” in two patients who had recent-
ly come to Uganda (whom he termed Nubians). The
patients, a policeman and a prisoner, had arrived from the
present day Sudan, where T.b. gambiense occurs today.
Bruce et al. (18) later insisted that the less acute
“Trypanosoma fever” symptoms were simply the first stage
of full-blown sleeping sickness caused by T. gambiense.

If the sleeping sickness had been due to T.b. gambiense,
it would suggest that the parasite was imported from the
west as part of large-scale human population movements
that occurred at the time (15). Only Kderner et al. (2) have
questioned the identity of the parasite responsible for the
first Ugandan epidemic. They argue that as T.b. rhode-
siense has occurred in stable endemic foci that can expand
and cause epidemics, T.b. rhodesiense was probably pres-
ent in Busoga long before 1901. This is an attractive argu-
ment, as the wholesale replacement of one parasite species
by another (T.b. gambiense by T.b. rhodesiense) in a region
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seems unlikely, and such a replacement has not been
recorded in any other sleeping sickness focus. In addition,
T.b. rhodesiense is primarily a zoonotic parasite in which
human-to-human transmission is thought to occur rarely,
and human movements (15,19) in isolation from move-
ments of the zoonotic reservoir (20) may not be sufficient
to account for its introduction.

Hypothesis

Here we test the hypothesis proposed by Koerner et al.
(2) that the parasite responsible for sleeping sickness in the
Busoga and surrounding regions of Uganda from 1900 was
T.b. rhodesiense. This organism causes an acute disease,
resulting in death after a period of 3-12 months (21,22),
while T.b. gambiense causes a chronic infection, with
which a person may go about daily activities for many
months or years (21,23), despite occasional and often mild
symptoms. Our analysis, therefore, is based on comparison
of the survival time of sleeping sickness patients estimated
from clinical notes recorded during the Ugandan epidem-
ic, with survival times of known T. b. rhodesiense patients
from the current disease focus in southeast Uganda, and T.
b. gambiense patients in western and central Africa.

Methods

Archives

The Mengo Hospital archives (CMS Mission Hospital
at Mengo), which include original patient case notes made
by the Cook brothers, are held in the archives section of the
Mulago Hospital at the Makerere Medical School in
Kampala, Uganda. The first sleeping sickness patient rec-
ognized in Mengo was admitted on February 11, 1901
(Figure 2). The geographic distribution of the cases seen at
this hospital extended across a wide area, although most of
the patients came from the close vicinity. Many patients
reporting in the latter years of the epidemic were referred
to the specialist hospital run by the Royal Society Sleeping
Sickness Commission in Entebbe (set up as part of the
Commission’s study on the disease), or later to the sleep-
ing sickness isolation camps on islands in Lake Victoria.
Some details of the treatments prescribed and numbers of
cases seen in these camps are available (24,25). At this
time in the development of therapy for sleeping sickness,
no effective drugs were available for the disease, so death
of the patients was due to sleeping sickness and, rarely,
treatment side-effects; the data included here show the true
clinical course of the disease in untreated patients.

Data Collection

For each patient treated at the Mengo Hospital with
diagnosed sleeping sickness, full details as they appeared
in the archives were entered into a database, which was
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Figure 2. Case notes of the first recorded sleeping sickness patient
in the Mengo Hospital case records.

used for later analyses. This electronic database has been
made available to the archivists in Mengo. Full details
were entered for patients seen through 1910; beyond this
time, many patients were turned away. In addition, the
authorities were managing to bring the epidemic under
control, and the number of cases was diminishing.
Additional data were also extracted from the Reports of the
Royal Society Sleeping Sickness Commission (6,18).

T.b. rhodesiense Comparison

Odiit et al. (22) published data on duration of symp-
toms in 30 patients who died of sleeping sickness within a
week of seeking treatment for T.b. rhodesiense infection at
the Livestock Research Institute sleeping sickness hospital
in Tororo, Uganda, between 1988 and 1990.

T.b. gambiense Comparison

Adams et al. (26) conducted postmortem examinations
on 16 patients with fatal T.b. gambiense infections and
state that few fatal cases are documented and that duration
of illness before death is “rarely established”; this accounts
for the scarcity of time-to-death data in contemporary lit-
erature. One source of T.b. gambiense clinical data (27)
presents important details of the clinical course of the dis-
ease to death but could not be used in this analysis as no
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estimates were made of the length of illness before treat-
ment or death. However, Yorke (28) does present a sum-
mary of untreated cases between 1908 and1919 in various
countries in West Africa. These countries include the
French Congo (present-day Republic of Congo), the
Gambia, and the Belgian Congo (present-day Democratic
Republic of the Congo). Full details for each patient are
not provided, and the survival times for the different
groups of patients were taken as the average of the range
given (e.g., five patients who were followed-up after 2-3
years were each given a survival time of 2.5 years). These
data were supplemented by several more recently pub-
lished case histories for T.b. gambiense patients who were
treated in the United States and Europe after various peri-
ods of travel in Africa (23,29-33); the date of the last visit
to Africa before diagnosis was taken as the infection date
for these patients, and survival time was taken to the point
of first treatment or death. Cases of congenital sleeping
sickness from this literature were excluded.

Statistical Analyses

A survival analysis (34) was conducted to compare the
time from onset of symptoms to death of the Ugandan
patients in the Mengo archives and Sleeping Sickness
Commission Reports (6,18) from 1901 to 1910, and
known T.b. rhodesiense (22) and T.b. gambiense patients
(23,28-33). The criteria for including a patient from the
Mengo archive dataset were that the case had been record-
ed as a sleeping sickness death following inpatient stay in
the hospital, that the length of the hospital stay was
recorded, and that the length of time of illness before
admission had been recorded in the clinical notes. That is,
an estimate of the total time of the clinical course of the
illness, from onset of symptoms to death, was available.
The same criteria were applied to the clinical notes
appearing in the Sleeping Sickness Commission Reports
(6,18). The Kaplan-Meier survival analyses were conduct-
ed in S+ 2000 (MathSoft, Inc., Cambridge, MA) and the
survival curves were compared using the log-rank
(Mantel-Cox) test.

Results

Descriptive Statistics

From 1901 to 1910, a total of 11,767 case-patients were
recorded in the Mengo inpatient records. This figure
excludes all patients admitted in 1902 because all the
records from that year were destroyed in a fire. Just over
1% of these (204 cases) were sleeping sickness cases. The
outcome of admission was biased in favor of discharge
(160 cases). Five patients were referred to the Royal
Society sleeping sickness hospital, and 24 deaths were
recorded. Of these 24 deaths, 11 (Table 1) untreated
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Table 1. Time sick pre-admission and total time to death for 11 patients admitted to Mengo Hospital, 1901 -1910

Months sick
No. Sex  Approx. age (y) pre-admission Admission date Date of death Time in hospital (mo)  Time sick predeath (mo)
2 F 11 3 Feb 13, 1901 Mar 8, 1901 0.77 377
3 M 30 1 Apr 20, 1901 May 8, 1901 0.60 1.60
4 F 10 6 Apr 25,1901 May 8, 1901 0.43 6.43
13 M 3 Jul 29, 1901 Aug 28, 1901 1.00 4.00
18 M - 3 Sep 16, 1901 Oct 19, 1901 1.10 4.10
26 M 18 0.03 Jun 28, 1903 Jul 4, 1903 0.20 0.23
133 M 20 0.20 Jun 23, 1907 Jul 8, 1907 0.50 0.70
136 M 40 24 Jul 3, 1907 Jul 10, 1907 0.23 24.23
171 F 40 1 Apr 24,1909 May 4, 1909 0.33 1.33
181 M 20 5 Mar 1, 1910 Mar 12, 1910 0.37 5.37
189 M 45 1 Jun 9, 1910 Jun 24, 1910 0.50 1.50

patients had complete records of date of admission and
death and of the duration of symptoms before admission.
Sixteen cases from the Sleeping Sickness Commission
Reports were included with these (Table 2). All 30 cases
presented by Odiit et al. (22) were included, and 88 untreat-
ed, diagnosed case-patients were extracted from Yorke
(28). Of these, 54 had died and 34 were still alive on fol-
low-up (accounted for by censoring in the survival analy-
sis). Eight contemporary T.b. gambiense patients were
included (23,29-33), all of whom survived to treatment.

Survival Curves

The Kaplan-Meier Survivorship curves resulting from
the analysis of these data are shown in Figure 3. The medi-
an survival times were 2 months, 4 months, and 36 months
for the Tororo 1988-1990, Mengo Hospital Plus Sleeping
Sickness Commission reports 1901-1910, and western
African datasets, respectively.

Log-Rank Test
The log-rank test showed no significant difference
between the Ugandan 1901-1910 and 1988-1990 survival

rates (y2 = 1.7; df =1, p = 0.12). Therefore, the clinical
course from onset of symptoms to death in this sample of
patients from the 1901-1910 epidemic in southern Uganda
was not significantly different to that of patients in Tororo
with T.b. rhodesiense infections from 1988 to 1990. The
Ugandan 1901-1910 and West African survival rates were
significantly different (y2 = 184; df =1, p < 0.001) and the
Ugandan 1988-1990 and West African survival rates were
also significantly different (2 = 175; df =1, p < 0.001).
The clinical course of the disease during the Ugandan
1901-1910 and 1988-1990 epidemics is significantly
shorter than the clinical course of sleeping sickness expe-
rienced by the West African T.b. gambiense patients.

Discussion

The clinical course of sleeping sickness during the
period from 1901 to 1910 Ugandan epidemic does not dif-
fer from contemporary T.b. rhodesiense cases in Uganda
(22). The duration of illness from first onset of symptoms
of documented T.b. gambiense patients did differ signifi-
cantly from both the Ugandan 1901-1910 and Ugandan
1988-1990 patients. The clinical course from the

Table 2. Time sick preadmission and total time to death for 16 patients admitted to the Royal Society Sleeping Sickness Commission

Hospital before 1903

Ref. Patient no. Months sick preadmission Time in hospital (mo) Time sick pre -death (mo)
(6) 35 4 45 85
(6) 23 1 2.1 31
(6) 18 3 14 4.4
(6) 40 2 1.2 3.2
(6) 25 7 12 8.2
(6) 22 2 11 31
(6) 41 3 14 4.4
(6) 37 2 19 39
(6) 38 6 17 7.7
(6) 15 1 1.8 2.8
(6) 36 2 04 24
(6) 42 3 19 4.9
(18) 28 8 7.0 15.0
(18) 20 6 36 9.6
(18) 21 3 25 55
(18) 79 1 1.6 2.6
570 Emerging Infectious Diseases ¢ www.cdc.gov/eid « Vol. 10, No. 4, April 2004
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Figure 3. Results of the survival analysis (confidence intervals not
shown), showing the proportion of patients surviving over the peri-
od from first onset of symptoms for the different groups of patients.
The dashed line is the West African dataset from Yorke (28) (ver-
tical bars represent censored observations). The solid line is the
1901-1910 Mengo and Sleeping Sickness Commission datasets
and the dotted line the Tororo 1988-1990 dataset from Odiit et al.
(22).

1901-1910 epidemic is consistent with infection with par-
asites belonging to the T.b. rhodesiense subspecies and is
consistent with the hypothesis proposed by Kéerner et al.
(2). Unfortunately, no archived parasite material exists for
this period, which would allow the molecular confirma-
tion of this result by screening for the SRA gene (35),
which is specific to T.b. rhodesiense, or for screening with
T.b. gambiense-specific molecular markers (36).

Given these findings, how might the observations
made by Castellani (16), that two distinct clinical pictures
were sometimes observed in Uganda at the time, be
explained? The designation as “Nubians” of some of the
patients suggests that these patients were from Sudan.
They were certainly migrants and may well have been car-
rying T.b. gambiense parasites before migrating that were
discovered on examination in Uganda. Although local
transmission of these parasites cannot be excluded, T.b.
gambiense was probably not responsible for the wide-
spread deaths in the Busoga region generally. Most of the
cases described by Christy (7) as he roamed around
Uganda were of an acute disease. Hodges, who was the
Medical Officer for the Uganda Protectorate, states that
the time to death of Ugandan patients from realization
they were sick was 3-4 months (24), based on a great
many observations, and that the duration of illness rarely
exceeded 10 months. This observation is further echoed
by Low and Castellani (37), who state that “very chronic
cases, running a course of more than a year’s duration, are
very rare.” T.b. gambiense, if it did exist concurrently,
would probably have been limited to those areas where
migrant workers for the British authorities were allowed
to settle. These settlement areas were purposefully estab-
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lished away from tsetse-infested bush in the efforts to con-
trol the epidemic (38).

If both species of human infective trypanosome (T.b.
gambiense and T.b. rhodesiense) were in Uganda during
the 1901-1910 epidemic, and both were treated at the
Mengo and Sleeping Sickness Commission hospitals, the
data acquired from the archives for deaths would be biased
towards clinical descriptions of T.b. rhodesiense. The T.b.
gambiense data presented here demonstrate that many of
the patients are treated before death. For similar reasons,
T.b. gambiense would be poorly represented among deaths
in Mengo and the Sleeping Sickness Commission; patients
would have been discharged, as the symptoms would not
have been considered serious enough for them to remain in
the scarce hospital beds. Also, mixed infections with both
T.b. rhodesiense and T.b. gambiense could have occurred if
T.b. gambiense was being transmitted locally; however,
due to the acute nature of T.b. rhodesiense infections,
patients infected with both parasites would most likely
have been seen with T.b. rhodesiense—like symptoms.

Therefore, the results of this analysis cannot exclude
T.b. gambiense as a cause of illness among some patients
but can positively include T.b. rhodesiense as a cause of
sleeping sickness at the time. The epidemic is likely to
have been due to T.b. rhodesiense with occasional cases of
T.b. gambiense in patients who had migrated from T.b.
gambiense foci on the present northwestern border of
Uganda (e.g., “Nubians”). Case number 136 from Mengo
(Table 1) may well be one of the occasional T.b. gambi-
ense case-patients (or the result of recall errors), as the
patient reported having been ill for 24 months. This one
case does not affect the outcome of the analysis, however
(Figure 3).

Rinderpest and Cattle Restocking

If, as these data suggest, the 1900-1920 epidemic was
due, at least in part, to T.b. rhodesiense, the question aris-
es as to its causes, and the cause of the spread of sleeping
sickness through the whole of the region to previously
unaffected areas. There is no doubt that the onset of the
colonial administration in Uganda resulted in social
changes and population mobility (39), which had impor-
tant environmental consequences (39). In referring to the
causation of T.b. gambiense epidemics in central Africa,
Lyons (19) blames the disruptive effects of colonization.
Human movements had, however, occurred regularly
throughout Africa’s history (2), and the situation in
Uganda was doubtless more complex.

Some other trigger, in conjunction with these factors,
likely was involved in spreading sleeping sickness from
the endemic foci outwards. It has been suggested that this
might have been rinderpest, an infectious disease of live-
stock (39). The start of the sleeping sickness epidemic
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coincides with the end of the rinderpest pandemic in cattle
(39,40). In the early 1890s, and for the decade that fol-
lowed, rinderpest, or cattle plague, ravaged most of Africa.
Millions of cattle died from this virulent viral infection
(40), causing sociologic and ecologic upheavals through-
out the continent. Although rinderpest is often linked to the
sleeping sickness outbreaks in eastern Africa, it has been
possibly linked for the wrong reasons. The disease-
induced cattle depopulation is generally thought to have
resulted in a change in the dominant vegetation in the
whole region; pasture lands reverted to bush and the distri-
bution of tsetse-fly vector of sleeping sickness expanded
(41). Although these ecologic changes occurred, they may
not have been directly responsible for the spread of sleep-
ing sickness.

The movement of cattle during livestock restocking
(20) may be linked to the introduction of T.b. rhodesiense
sleeping sickness, a zoonosis with a principally domestic
cattle reservoir, to previously unaffected areas that result-
ed in serious outbreaks of disease. With the large-scale
local and regional movements of animals that occurred
after the rinderpest pandemic, as animals were traded in
the cattle-depopulated areas, trypanosomes may have
moved with them. In conjunction with the expansion of
tsetse distributions as the ecology changed, the setting was
ripe for a major sleeping sickness problem. Ford (39) notes
that in setting up the Uganda Protectorate, a great deal of
cattle movements occurred, either as groups moved away
from areas under British control, or in search of post-
rinderpest pasture. He also points out that the culture of
large-scale cattle trading was well established. Local cattle
movements as part of the restocking would have been
extensive. T.b. rhodesiense could have spread from the
core of the Busoga and other endemic foci to other tsetse-
infested areas all around the northern Lake Victoria shore.

Recent molecular studies also challenge the conven-
tional wisdom that T.b. rhodesiense spread through East
Africa and to Uganda from Zambia (13), where it was first
described. Tilley et al. (42) and Hide et al. (43) suggest that
T.b. rhodesiense retains a stable genetic constitution
through time and show that strains from Zambia are phy-
logenetically quite distinct from T.b. rhodesiense in
Uganda. It is therefore unlikely that the parasite spread
from there to Uganda. Rather, as Kderner et al. (2) suggest-
ed, T.b. rhodesiense has probably been present in southeast
Uganda, either at endemic or epidemic levels (or both at
different times), for hundreds of years. The dynamics of
the spread of the disease, involving cattle movements and
restocking (20), have probably been similar since the first
association of cattle and humans in tsetse-infested areas of
this part of the continent.
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Pediatric Influenza Prevention
and Control

Nicola Principi* and Susanna Esposito*

Global evaluation of influenza vaccination in children
indicates that current recommendations are not followed.
Most children at high risk for influenza-related complica-
tions do not receive the vaccine, and increased efforts are
needed to protect them. Furthermore, vaccinating healthy
infants 6—-23 months of age and their close contacts should
be strongly encouraged. Vaccinations are recommended
for children with recurrent acute otitis media or recurrent
respiratory tract infections and possibly for healthy daycare
and school-age children because of the potential socioeco-
nomic implications of influenza. Issues that need to be
addressed include educating physicians and parents con-
cerning influenza-related illness and complications, cost-
effectiveness and safety of licensed vaccines, adequate
vaccine supply, and availability of intranasal products.

I nfluenza vaccination is routinely recommended in pedi-
atric patients of age >6 months who are at high risk for
influenza-related complications because they have an
underlying disease or are undergoing long-term aspirin
therapy and are at risk of developing Reye syndrome
(1-4). Administering the vaccine to healthy children is rec-
ommended only when they live with persons at high risk
(1-4), although the Advisory Committee on Immunization
Practices is gradually moving toward a recommendation to
vaccinate all children ages 6-23 months (because of their
substantially increased risk for influenza-related hospital-
izations) and children ages 2-18 years who are household
contacts of children ages 0<23 months (1-7).

Although health authorities in industrialized countries
agree with these guidelines, use of influenza vaccine in
clinical practice differs. Most children at high risk for com-
plications do not receive the vaccine, and its use in healthy
infants is not routinely accepted (8-10), even though
results of recent studies suggest expanding the number of
children for whom vaccination should be recommended
(11-14). We discuss current vaccination practices in chil-
dren, reasons and possible remedies for low immunization
rates, and the possibility of extending its use in pediatrics.

*Institute of Pediatrics, University of Milan, Milan, Italy
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Vaccine Practices for Children

High-risk children for whom influenza vaccination is
routinely recommended include those with chronic disor-
ders of the cardiovascular or pulmonary system (including
asthma), chronic metabolic diseases (including diabetes
mellitus), chronic renal dysfunction, and hemoglo-
binopathies or immunosuppression (including cases
caused by medications or by HIV) (1-4). Although an
association between these conditions and an increased risk
for influenza complications was first suggested many
years ago (15,16), the level of vaccination in such children
is still much lower than recommended, although it is
slightly higher when children are followed up in special-
ized centers rather than by primary care physicians (per-
haps because children seen in specialty clinics have more
severe underlying illnesses), or when data regarding
immunization are collected after implementing a reminder
and recall system (8-10,17-19). One study of health main-
tenance organizations reported influenza vaccination rates
of 9% to 10% among children with asthma and a rate of
25% among those attending an allergy and immunology
clinic (17). The use of a reminder and recall system
increased vaccination coverage among children with asth-
ma from 5% to 32% (18). The highest coverage was found
among pediatric patients attending a cystic fibrosis treat-
ment center, in whom a vaccination level of 79% was
reached (19). Data collected in Italy confirm that the
behavior of pediatricians is not in line with the official rec-
ommendations. Among the 274 high-risk children attend-
ing the University of Milan’s Pediatric Emergency
Department during winter 2002-2003, the vaccination
level was 26.3%; the highest rates were in children with
HIV infection (52.3%), and the lowest rates were in those
with asthma (9.5%) (10).

Few data concern the effect of encouraging vaccina-
tion in healthy children <2 years. However, comparing
immunization rates among children of this age without
any high-risk condition attending the University of
Milan’s Pediatric Emergency Department during the two
winter seasons of 2001 to 2002 and 2002 to 2003 (after
the publication of the suggestion that healthy children <2
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years be vaccinated) showed only a marginal increase
(2.4% vs. 3.6%) (10).

Reasons for Low Immunization Rates
and Possible Solutions

Seven main obstacles to complying with recommenda-
tions for vaccination in children exist: 1) lack of under-
standing of the risk for influenza complications in
children; 2) lack of knowledge of annual immunization’s
efficacy in primary prevention; 3) parents’ negative reac-
tion to parenteral vaccine administration (“Not another
shot!”); 4) need for two priming doses in children <9 years
old followed by annual administration; 5) fear of limited
protection in younger and high-risk children; 6) concerns
about possible adverse events; and 7) lack of precision in
current recommendations. The most important of these
obstacles are lack of understanding of the risks for compli-
cations and lack of knowledge of efficacy (10,20).

A number of studies of adult (particularly elderly) pop-
ulations have shown that knowing risk factors for influen-
za complications, favorable perceptions of the vaccine,
and clinician recommendations are the main variables pre-
dicting the administration of influenza vaccination
(1,21,22). However, pediatric data indicate that some
providers do not recognize influenza’s clinical relevance,
even when it occurs in children with severe underlying dis-
ease (8,9). A study designed to ascertain the self-reported
use of influenza vaccine among pediatric oncologists
found that approximately 30% did not think that influenza
infection is important in children with cancer (8) and con-
sequently do not recommend immunization. The central
role of physicians’ opinions in determining vaccination
coverage is supported by data collected in a cross-section-
al study of a group of children hospitalized during the
influenza season in the United States (9): >70% of the chil-
dren were vaccinated if a physician had recommended it to
their parents, but 3% were vaccinated if no such recom-
mendation had been made. A lack of awareness that chil-
dren can receive influenza vaccine was a commonly cited
reason for nonvaccination (9).

The attitude of pediatricians towards influenza vaccine
can be explained by the fact that its importance in high-risk
children and healthy infants is mainly suggested by indi-
rect data. Although a number of studies have shown that
influenza can significantly increase hospitalization, outpa-
tient visits, and drug consumption in high-risk children of
all ages (15,16), few trials (mainly involving children with
asthma) have demonstrated that vaccination is clinically
useful in reducing influenza-related complications (23,24).
Furthermore, data concerning the efficacy of influenza
vaccine in healthy infants <2 years of age have been col-
lected from small groups. Although a reduction in influen-
zalike illnesses has been shown, the data do not evaluate
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the importance of vaccination in reducing hospitalizations
or complications (25,26). Pediatricians may be definitive-
ly convinced of the importance of preventing influenza and
personally start supporting the use of vaccine when more
data are available demonstrating its efficacy in children.
Consequently, studies evaluating the real clinical impact of
influenza vaccine, not only in children with risk factors but
also in healthy infants, are needed.

Another probable factor preventing the use of influenza
vaccines in pediatrics is that those currently licensed for
use in children are parenteral (two injections for children
<9 years of age being vaccinated for the first time) and
require annual administration to maintain protection
(1,3,27). Parents may be concerned about the number of
injections their children receive during the course of rou-
tine early child health visits. Given the large number of
vaccinations already included in the routine childhood
immunization schedule, the addition of another “shot” may
not sound attractive to parents and certainly not to their
children. However, the availability of intranasal influenza
vaccines may substantially reduce this problem (28).
Recent advances in influenza vaccination include the
development of a trivalent, cold-adapted, live-attenuated,
intranasal vaccine that appears to be as effective as its
intramuscular counterparts and induces a good immune
response (including local immunoglobulin [Ig] A respons-
es and secretory IgA antibodies that can protect against
pathogens infecting mucosal sites) (29). One of the disad-
vantages of this vaccine is that individual susceptibility to
infection with live viruses (and consequent immunogenic-
ity) varies widely; vaccine strains’ reversion to their wild-
type genotype has also been considered a potential risk,
although there is no evidence that this occurs (29). If even-
tually licensed for use worldwide, intranasal vaccines can
be expected to increase influenza vaccination coverage,
especially in children.

Concerns that influenza vaccine may offer limited pro-
tection and fears of possible adverse events are further rea-
sons for its limited use in pediatrics (20). However,
protective antibody levels after influenza vaccination have
developed in 70% to 90% of children as young as 6 months
of age, although fewer younger infants seroconvert, and
some high-risk children may have a lower antibody
response (1). Childhood vaccination programs fail to be
beneficial if vaccine efficacy falls to <25%, levels that
have never been reported in younger or high-risk children
(1). Moreover, although mild local and systemic reactions
to the vaccine may occur more frequently in persons who
have never been exposed to the viral antigens it contains
(e.g., young children), the currently licensed parenteral
vaccines are generally safe and well-tolerated (1).
Considering the possible effect that “vaccine-adverse” par-
ents have on immunization policy in some regions, dis-
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seminating information concerning the safety, tolerability,
and immunogenicity of influenza vaccination in healthy
infants and high-risk children is important.

Influenza prevention recommendations imprecisely
describe the characteristics of high-risk children, con-
tributing to inadequate vaccination in this population. For
example, the Advisory Committee on Immunization
Practices recommends yearly influenza vaccination for
immunosuppressed children, including those with
immunosuppression due to medications (1) but does not
specify which diseases require vaccination, the doses of
the immunosuppressive drugs, or the timing of the vacci-
nation in relation to their administration (1). Conversely,
the American Academy of Pediatrics states that the optimal
time to immunize these children is when their peripheral
leukocyte count is >1,000/uL and that vaccination has to
be deferred during high-dose corticosteroid administration
(27). These discrepancies reflect a lack of data and may
explain why pediatricians have different approaches in
clinical practice. Specific and uniform guidelines for each
group of children at high risk would be the best way to
overcome this problem. Still, in many clinical scenarios
decisions are based on the best information available, and
recommendations cannot deal with each and every situa-
tion that the medical provider confronts.

Globally evaluating the main reasons for low influenza
vaccination coverage in pediatrics suggests that improving
knowledge of influenza among pediatricians and parents
could improve vaccination practices. The medical commu-
nity spends substantial amounts of time with parents trying
to convince them of the need for routine vaccinations, but
in many instances, vaccines are suggested on the basis of
the parents’ or the healthcare providers’ perception of vac-
cine or diseases of greatest importance. If parents lack
insurance, economic considerations also become an issue.
A change of mindset is needed to enhance acceptance of
influenza vaccination; providing materials to educate par-
ents would help effect this change. As television and print
advertising promotes other pharmaceutical products, simi-
lar advertising could effectively promote influenza vacci-
nation. The first step is to define simple, unequivocal, and
practical guidelines specific to different groups of children
at high risk and healthy infants <2 years of age. These
guidelines, for distribution to hospital physicians and pri-
mary care pediatricians, would contain detailed informa-
tion regarding the consequences of influenza in such
children and describe the effectiveness of influenza vac-
cine and the risk for adverse events. In addition, pediatri-
cians can use recall systems to provide timely reminders
for all patients.

Influenza Vaccine in Children Not at Risk
In addition to the children for whom influenza vaccine
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is already recommended or strongly encouraged, other
pediatric patients can receive clinical benefits from its
use. One group of children who could be included on the
list of vaccination candidates is those with recurrent
episodes of acute otitis media (AOM). Recurrent AOM is
common in infants and children, and its possible sequelae
make prevention desirable (30). Until a few years ago,
chemoprophylaxis and controlling environmental risk fac-
tors were considered the best ways to reduce the incidence
of new episodes of AOM in otitis-prone children, but the
emergence of drug-resistant bacteria after antimicrobial
drug administration raises questions about the advisabili-
ty of drug therapy (13,30). Immunoprophylaxis against
respiratory viruses has received growing attention
because viral infections (including influenza) are associat-
ed with many, if not most, episodes of AOM. Data show-
ing that administering parenteral, inactivated influenza
vaccine can decrease the incidence of AOM by approxi-
mately one third strongly support the use of vaccination in
preventing AOM (31). The demonstration that live-atten-
uated, cold-adapted, intranasal vaccine causes a 30%
reduction in the incidence of febrile AOM in healthy chil-
dren without a history of ear disease leads to the same
conclusion (25). The importance of influenza vaccination
in children with recurrent AOM has been recently demon-
strated by Marchisio et al., who used an intranasal, inacti-
vated, virosomal subunit vaccine (13). In this study, 133
children aged 1-5 years with recurrent AOM (defined as
>3 episodes in the preceding 6 months or >4 episodes in
the preceding 12 months) were randomized to receive the
vaccine (n = 67) or no vaccination (n = 66). During a 6-
month period, 24 vaccine recipients (35.8%) experienced
32 episodes of AOM, and 42 control participants (63.6%)
experienced 64 episodes. The overall efficacy of vaccina-
tion in preventing AOM was 43.7% (95% confidence
interval 18.6 to 61.1, p = 0.002) (Table 1) (13). Moreover,
the cumulative duration of middle ear effusion was signif-
icantly less in the vaccinated children (58.0% vs. 74.5%;
p < 0.0001) (13). As reducing the occurrence of AOM in
children with recurrent episodes can have substantial clin-
ical and socioeconomic effects, these data suggest that
influenza vaccine can be considered a valid option in pre-
venting the disease in otitis-prone children.

A second group of children who could be considered
for influenza vaccine are those with recurrent episodes of
respiratory tract infections (RRTIs). A large number of
children without any immunologic problems experience
multiple episodes of RRTIs during the first years of life;
although these generally have a benign prognosis, they can
cause substantial medical and socioeconomic problems
(32). They are mainly caused by viruses and, during epi-
demic periods, influenza viruses can also be causative.
Data collected in a recent study indicate that vaccinating
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Table 1. Effectiveness of influenza vaccine as indicated by the occurrence of febrile respiratory illness and acute otitis media (AOM),
and the use of antibiotics in children during the 6 months after vaccine administration®

Variable Vaccine recipients, n = 67 (%) Control participants, n = 66 (%) Vaccine efficacy, % p value
Febrile respiratory illness 55 (82.1) 63 (95.5) 13.2 0.03
>1 course of antibiotics 26 (38.8) 42 (63.6) 38.9 0.007
>1 AOM episode 24 (35.8) 42 (63.6) 43.7 0.002
>2 AOM episodes 6 (9.0) 16 (24.2) 63.1 0.03

®Modified from P. Marchisio et al. (13).

children with RRTIs against influenza is effective in
decreasing respiratory-related illness among them and
their families (14). A total of 127 children 6 months to 9
years of age with a history of RRTIs (>6 episodes per year
if >3 years; >8 episodes per year if <3 years) were random-
ized to receive the intranasal virosomal influenza vaccine
(n = 64 with 176 household contacts) or a control placebo
(n = 63 with 173 household contacts). During the influen-
za season, vaccinated children had fewer respiratory infec-
tions or febrile respiratory illnesses, received fewer
prescribed antimicrobial and antipyretic drugs, and missed
fewer school days than the controls (Table 2); similar ben-
efits and a reduced loss of parental work were observed
among their household contacts (14). These results show
that the benefits of influenza vaccination extend to chil-
dren with RRTIs and their families and suggest that its use
in such children should be encouraged.

Influenza Vaccine in Healthy Daycare
and School-Aged Children

A number of studies have shown that otherwise healthy
daycare and school-aged children are most frequently
affected by influenza, and high attack rates can substantial-
ly diminish their quality of life and disrupt everyday activ-
ities (33-36). Children shed larger quantities of influenza
viruses for longer periods of time than adults and thus play
an important role in spreading infection in their families
and communities (1,37). Negative effects of influenza in
otherwise-healthy children can extend to unvaccinated
household contacts, who may require substantial diagnos-
tic and therapeutic interventions and miss a number of
school or working days. Neuzil et al. found that, during the

influenza season, the number of household members who
became ill within 3 days of a child’s absence from school
was 2.2 times higher than expected. Excess absenteeism
from work also occurred among parents (34). In line with
these observations, we have found that the household con-
tacts of children with influenza require more medical vis-
its, miss more working or school days, and need more help
at home to care for ill children than the household contacts
of children without influenza (36).

Preventing influenza by vaccination can improve these
situations. A blinded, placebo-controlled study of two
influenza vaccines (an inactivated split-virus vaccine and a
live-attenuated, cold-adapted vaccine) in 555 school-aged
children in Russia demonstrated that both were efficacious
in preventing school absenteeism by reducing the number
of missed school days by 47% to 56% compared to missed
school days in unvaccinated children (38). Similarly, in a
study of the effect of an inactivated, split-virus vaccine on
healthy children attending daycare or school in Italy dur-
ing the years 2001-2002, we found that the vaccinated
children experienced fewer upper and lower respiratory
tract infections, received fewer antimicrobial and
antipyretic prescriptions, and missed fewer school days
because of respiratory illnesses (39). These data suggest
that the effect of influenza on otherwise-healthy daycare or
school-age children may be more substantial than is usual-
ly thought, encouraging wider pediatric use of influenza
vaccine to reduce the overall extent of infection.

Strong support for wider pediatric use comes from eval-
uating the household impact of influenza vaccination in
healthy daycare and school-age children. In a 1995 ran-
domized, controlled trial of influenza vaccine for preschool

Table 2. Respiratory illness among children with recurrent respiratory tract infections and effectiveness of the influenza vaccine during

the follow-up period®

Event Vaccinated children, n = 64° Controls, n = 63° Vaccine effectiveness, %° p value
No. of upper respiratory tract infections 2.95+1.33(3) 4.06+2.13 (4) 27 <0.0001
No. of lower respiratory tract infections 0.67£0.88 (0) 1.01+£1.12(1) 33 0.03
No. of febrile respiratory illnesses 1.60+1.39 (1) 2.06+2.14 (2) 23 0.02
No. of hospitalizations 0.05£0.10 (0) 0.10£0.25 (0) 60 0.34
No. of antimicrobial prescriptions 1.31+1.33(1) 235+1.59(2) 44 <0.0001
No. of antipyretic prescriptions 216 £2.03 (2) 3.98+237 (4) 45 <0.0001
Missed school days 5.35+8.14 (6) 13.83 +£12.50 (10) 61 <0.0001

*Modified from S. Esposito et al. (14).
°Mean values + standard deviation (median in parentheses).

“Vaccine effectiveness: 1 minus attack rate (defined as rate of illness divided by total population) among vaccinated children divided by attack rate among controls.
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children, the rate of febrile respiratory illnesses was 42%
less among the unvaccinated household contacts of
influenza-vaccinated children than among those living with
unvaccinated children (40). Moreover, data collected in
Tecumseh, Michigan (41), and Japan (7) indicate that mass
vaccination of school-age children correlates with a
reduced rate of respiratory illness and all-cause communi-
ty death rate, which suggests that larger scale immuniza-
tion can affect community epidemics. Similarly, during the
2001-2002 influenza season in Italy, we found that, com-
pared to the household contacts of unvaccinated children,
family members of influenza-vaccinated healthy children
experienced fewer respiratory tract infections, needed
fewer medical visits, missed fewer working days, and
required less help at home to care for ill children (Table 3)
(39). All of these findings highlight the fact that influenza
in otherwise-healthy children attending daycare centers or
schools has a considerable effect on their families and that
the benefits of influenza vaccination extend to the family
members of vaccinated persons.

The socioeconomic importance of influenza in child-
hood is confirmed by economic analyses showing that vac-
cinating healthy preschool and school-age children can
lead to health and economic benefits during epidemic and
pandemic periods (42-45). These studies used different
analytic methods, outcomes, and costs but came to a com-
mon conclusion: vaccinating healthy children against
influenza leads to a net cost saving, and the greatest finan-
cial benefit is observed when the vaccine is administered
in a group setting (42-45). Savings are primarily due to
avoided indirect costs and, in particular, reduced parental
absenteeism from work.

Conclusion

Global evaluation of the effect of influenza in pediatric
patients indicates that influenza vaccination should be
more widely used than is usually recommended. To protect
them against the complications of influenza, increased
efforts are needed to identify and recall high-risk children.
Further, immunizing infants 6-23 months of age and their

close contacts is recommended. Children with recurrent
AOM or a history of RRTIs and healthy children attending
daycare centers or schools should also be included among
the pediatric groups recommended for vaccination.

These conclusions are based on clinical and socioeco-
nomic considerations arising from evaluating the impact of
influenza vaccination on both the children themselves and
their household contacts. Improved recognition of the
complications of influenza in the first years of life, with
resources dedicated to provider and public education on
this issue, can help reduce obstacles to using influenza
vaccine. Parents might choose vaccination for their chil-
dren if they were more informed about the health and eco-
nomic cost of influenza, its annual attack rate in childhood
(which leads to days lost from school and work), and the
central role of children in disseminating the infection in
households and communities. The issues that need to be
addressed include educating physicians and parents about
the illness caused by influenza, the cost-effectiveness and
safety of licensed vaccines, adequate vaccine supplies, and
the availability of intranasal products. Improved compli-
ance associated with nasal administration should increase
the use of influenza vaccination. Only a heightened and
regular demand for influenza vaccine will result in suffi-
cient vaccine supplies at all times (not just on a year-to-
year basis) and place us in a better position to detect a
novel pandemic influenza virus strain.

Dr. Principi is professor of pediatrics of the University of
Milan. He is responsible for Pediatric Department | of the
Azienda Ospedaliera Istituti Clinici di Perfezionamento, which
operates within the National Health Service, and director of the
Institute of Pediatrics of the University of Milan. His research
activities include the study of pediatric pharmacology and pedi-
atric infectious diseases, particularly respiratory tract infections,
vaccines, and HIV infection.

Dr. Esposito is permanent researcher in pediatrics at the
Institute of Pediatrics of the University of Milan, and medical
manager of Pediatric Department | of the Azienda Ospedaliera

Table 3. Effectiveness of influenza vaccine among household contacts of children receiving influenza vaccine and unvaccinated

controls®

Household contacts of Household contacts of Vaccine

Event vaccinated children (n = 728)° unvaccinated controls (n = 370)®  effectiveness, %° p value
No. of respiratory tract infections 3.03+1.68 427+1.68 30 0.0005
No. of medical visits because of 218+1.37 3.16+1.77 32 0.002
respiratory illness

Loss of maternal work, days 3.22+1.86 4.78+2.34 33 0.001
Loss of paternal work, days 0.56 + 0.46 0.98+224 43 0.001
Help at home to care for ill children, days 0.57+0.37 322+224 83 <0.0001

#Modified from S. Esposito et al. (39).
®Mean values + standard deviation.

“Vaccine effectiveness: 1 minus attack rate (defined as rate of illness divided by the total population) among household contacts of vaccinated children divided by attack

rate among household contacts of controls.
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Inhibition of SARS Coronavirus
Infection In Vitro with Clinically
Approved Antiviral Drugs

Emily L.C. Tan,* Eng Eong Ooi,t Chin-Yo Lin,* Hwee Cheng Tan,t Ai Ee Ling,%
Bing Lim,* and Lawrence W. Stanton*

Severe acute respiratory syndrome (SARS) is an
infectious disease caused by a newly identified human
coronavirus (SARS-CoV). Currently, no effective drug
exists to treat SARS-CoV infection. In this study, we inves-
tigated whether a panel of commercially available antiviral
drugs exhibit in vitro anti-SARS-CoV activity. A drug-
screening assay that scores for virus-induced cytopathic
effects on cultured cells was used. Tested were 19 clinical-
ly approved compounds from several major antiviral phar-
macologic classes: nucleoside analogs, interferons,
protease inhibitors, reverse transcriptase inhibitors, and
neuraminidase inhibitors. Complete inhibition of cytopathic
effects of SARS-CoV in culture was observed for interferon
subtypes, B-1b, a-nl, o-n3, and human leukocyte interfer-
on a. These findings support clinical testing of approved
interferons for the treatment of SARS.

Severe acute respiratory syndrome (SARS) (1,2) is an
infectious disease caused by a newly identified human
coronavirus (SARS-CoV) (3,4). The disease can produce
severe pneumonia with a reported fatal outcome of 15% to
20%. Currently, no effective drug exists to treat SARS-
CoV infection (5). The urgency of the outbreak has led to
the empiric use of broad- spectrum antibiotics and antivi-
ral agents in affected patients in several countries (6-12).
Intensive efforts are under way to gain more insight into
the mechanisms of viral replication, in order to develop
targeted antiviral therapies and vaccines. Developing
effective and safe vaccines and chemotherapeutic agents
against SARS CoV, however, may take years.

The recent epidemic has shown that knowledge is lack-
ing regarding the clinical management and treatment of
infected patients. Ribavirin (6-12), oseltamivir (8-10), fos-
carnet (8), intravenous immunoglobulin (8), and other
agents have been used to treat patients. Preliminary results

*Genome Institute of Singapore, Singapore; tNational
Environmental Agency, Singapore; and iSingapore General
Hospital, Singapore
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from in vitro testing indicate that ribavirin concentrations
that inhibit other viruses sensitive to ribavirin do not inhibit
replication or cell-to-cell spread of the SARS-CoV (5).
However, the U.S. Centers for Disease Control and
Prevention concluded that further in vitro testing of antiviral
drugs on other coronavirus isolates and more information on
the clinical outcome of patients treated with ribavirin or
other antiviral drugs in controlled trials is needed (5).

The aim of this study was to investigate whether a panel
of currently available antiviral agents exhibit in vitro
anti-SARS-CoV activity. Three general antiviral strategies
are generally found (13): 1) direct antiviral effects, 2) inhi-
bition of viral entry and replication at the cellular level by
targeting virus-related processes, and 3) enhancement of
host immune response. A total of 19 drugs approved for
clinical use in the treatment of viral infections were tested
in this study. They are representative compounds from
major antiviral pharmacologic classes that are currently
commercially available: nucleoside analogs, interferons,
protease inhibitors, reverse transcriptase inhibitors and
neuraminidase inhibitors.

A cell-based assay utilizing cytopathic endpoints (CPE)
was set up using Vero E6 cells to screen these antiviral
compounds. SARS-CoV has been shown to infect Vero E6
cells, an African green monkey kidney cell line (3), and
this remains the only in vitro model of SARS-CoV infec-
tion. The initial screen was followed by a plaque reduction
assay to determine the 50% effective concentration (ECy)
of compounds showing positive results. These experiments
allow rapid screening of commercially available antiviral
agents, enabling those with in vitro evidence of activity to
move expeditiously into clinical studies, since safety and
pharmacokinetic information in humans is already avail-
able for other disease indications.

Here we report that certain interferon subtypes exhibit
in vitro inhibitory activity against SARS-CoV and are can-
didates for follow-up studies in animal models and patients
to determine their efficacy in vivo.
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Materials and Methods

Selection and Preparation of Drugs

To rapidly identify a pharmacologic agent that could be
used to treat SARS, a collection of antiviral drugs was test-
ed against SARS-CoV, the etiologic agent of the atypical
pneumonia. To investigate a wide spectrum of potential
molecular targets, we decided to cover the entire pharma-
cologic range of commercially available antiviral agents,
including agents not expected to be active against coron-
aviruses. Information on antiviral drugs provided here was
obtained from prescribing information sheets or from com-
munications with the manufacturer.

Nucleoside analogues are a diverse class of com-
pounds; in general, they inhibit viral RNA or DNA poly-
merases or other enzymes, interfering with nucleic acid
synthesis. In this study, the selected compounds that target
DNA viruses such as herpes simplex virus (HSV) and vari-
cella-zoster viruses (VZV) were acyclovir, ganciclovir,
and foscarnet. Ribavirin has activity against a range of
DNA and RNA viruses; in different cell lines, EDs, ranges
from 1 to 100 ug/mL. Antiretroviral (HIV) drugs include
reverse transcriptase (RT) inhibitors and protease
inhibitors. Selected HIV nucleoside RT inhibitors studied
were zidovudine and lamivudine, while HIV protease
inhibitors studied were indinavir, nelfinavir, and
saquinavir. The third group of antivirals studied were the
neuraminidase inhibitors, both commercially available
preparations, zanamivir and oseltamivir were used in this
study. Interferons were the next major class of antivirals
studied. Various subtypes of interferon o (2a, 2b, nl1, and
n3, human leukocyte) and B (la and 1b) were used.
Amantadine, an old antiviral compound, was also studied.
Different terms have been used to express antiviral activi-
ty, namely, EC.,, 95% effective concentration (ECyg), and
50% inhibitory concentration (ICy); Table 1 illustrates the
range of activity against selected viruses.

Tenfold dilutions of the drug were tested to cover a
broad range of concentrations above and below inhibitory
dosages as reported by the manufacturer for other viral-
host combinations. Compounds already present in aqueous
injections were made up to volume by using Hank’s
buffered saline solution. For tablet and capsule formula-
tions with soluble active ingredients, the outer coat was
removed wherever applicable, and the preparation was
ground in a mortar and pestle. The contents were dissolved
in water, vortexed, and centrifuged thereafter at 3,000 g.
The required volume was pipetted from the supernatant
and diluted accordingly. When the active ingredients were
insoluble in water (nelfinavir and saquinavir), the contents
were dissolved in dimethylsulphoxide (DMSQO); care was
taken to ensure that the final concentration of DMSO in the
dilutions would not exceed 1%. For plaque assays, fivefold
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Table 1. Examples of inhibitory concentrations of antiviral drugs
against selected viruses®

Compound ICso Virus

Foscavir 50-800 umol/L Cytomegalovirus
5-443 umol/L Herpes simplex mutants

Acyclovir 0.01-13.5 pug/mL Herpes smplex virus and

varicella-zoster virus

Cymevene 0.02-3.48 pg/mL Laboratory strains or clinical
isolates of cytomegalovirus

Ribavirin 1-25 ug/mL Influenza

25-100 pug/mL HIV and other retroviruses

3.2-50 pg/mL (MIC) Herpes and poxviruses
suppression

Lamivudine 0.0006-0.034 ug/mL HIV
Zidovudine 0.003-0.013 pg/mL HIV
Fortovase 1-30 nmol/L HIV
Viracept 7-196 nM (ECqs) HIV
Crixivan 25-100 nmol/L HIV
Relenza 0.005-16 umol Influenza virus
Tamiflu 0.0008 uM—>35 pmol Influenza virus
Amantadine 0.1-25 (EDso) Influenza virus

?ICs0, 50% inhibitory concentration; ECgs, 95% effective concentration; EDso, 50%
effective dose.

drug dilutions were prepared by using growth media as
specified below.

SARS-CoV Production and Infection

Vero E6 cells (American Type Culture Collection,
Manassas, VA) were propagated in 75 cm2 cell culture
flasks in growth medium consisting of medium 199
(Sigma, St Louis, MO) supplemented with 10% fetal calf
serum (FCS; Biological Industries, Kibbutz Beit Haemek,
Israel). SARS-CoV 2003VA2774 (an isolate from a SARS
patient in Singapore), which has been previously
sequenced (14), was propagated in Vero EG6 cells. Briefly,
2 mL of stock virus was added to a confluent monolayer of
Vero EG6 cells and incubated at 37°C in 5% CO, for 1 h; 13
mL of medium 199 supplemented with 5% FCS was then
added. The cultures were incubated at 37°C in 5% CO,,
and the supernatant was harvested after 48 h; in >75% of
cultures, inhibition of CPE (3+) in each well was observed
with an inverted microscope. The supernatant was clarified
at 2,500 rpm and then divided into aliquots, placed in cry-
ovials, and stored at —80°C until use.

Virus Handling and Titration

All virus culture and assays were carried out in the
biosafety level-3 laboratory at the Environmental Health
Institute, according to the conditions set out in Biosafety in
Microbiological and Biomedical Laboratories (15). Virus
titer in the frozen culture supernatant was determined by
using a plaque assay. Briefly, 100 pL of virus in 10-fold
serial dilution was added, in duplicates, to a monolayer of
Vero E6 cells in a 24-well plate. After 1 h of incubation at
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37°C in 5% CO,, the viral inoculum was aspirated, and 1
mL of carboxymethylcellulose overlay with medium 199,
supplemented with 5% FCS, was added to each well. After
4 days of incubation, the cells were fixed with 10% forma-
lin and stained with 2% crystal violet. The plaques were
counted visually, and the virus titer in plaque-forming
units per mL (PFU/mL) was calculated.

Cytopathic Endpoint Assay

The protocol used was adapted from Al-Jabri et al. (16),
and all drugs were tested in quadruplicate. Briefly, 100 puL
of serial 10-fold dilutions of the drugs were incubated with
100 pL of Vero EG6 cells, giving a final cell count of 20,000
cells per well in a 96-well plate. The incubation period was
1 h at 37°C in 5% CO,, except for the interferons, which
were incubated overnight with the cells. Ten microlites of
virus at a concentration of 10,000 PFU/well was then
added to each of the test wells. The plates were incubated
at 37°C in 5% CO, for 3 days and observed daily for CPE.
The end point was the drug dilution that inhibited 100% of
the CPE (CIA,y) in quadruplicate wells. To determine
cytotoxicity, 100 uL of serial 10-fold dilutions of the drugs
was incubated with 100 pL of Vero E6 cells, giving a final
cell count of 20,000 cells per well in a 96-well plate, with-
out viral challenge. The plates were then incubated at 37°C
in 5% CO, for 3 days and examined for toxicity effects by
using an inverted microscope.

Plague Reduction Assay

Trypsinized Vero E6 cells were resuspended in growth
medium and preincubated with interferons (serial fivefold
dilution) in quadruplicate wells in 24-well plates. The next
day, the medium was aspirated, and 100 pL of virus was
added to each well at a titer of 100 PFU/well. After incu-
bation for 1 h, the virus inoculum was aspirated, and a car-
boxymethylcellulose overlay containing maintenance
medium and the appropriate interferon concentration was
added. After 4 days’ incubation, the plates were fixed and
stained as described previously. The number of plaques
was then counted visually, and the concentration of drug
that inhibits 50% of plaques in each well (IC,) was deter-
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mined. Results were plotted in Microsoft Excel, and a
polynomial of order three was used to approximate the
data and extrapolate 1Cg, and 1Cg4 values.

Results

Cell-based Assay of SARS-CoV Infection

High titers of infectious SARS-CoV, originally derived
from a respiratory sample of a SARS patient, were propa-
gated on Vero E6 cells. The CPE of SARS-CoV on Vero
E6 was evident within 24 hours after infection (Figure 1).
SARS-CoV-infected cells display a CPE characterized by
the appearance of rounded cells and the destruction of the
monolayer.

Antiviral Drug Activity

A collection of 19 antiviral drugs was tested in the
SARS-CoV CPE inhibition assay (Table 2). The set of
drugs tested included seven interferons, five nucleoside
analogs, three protease inhibitors, two RT inhibitors, and
two neuraminidase inhibitors. Complete inhibition of the
CPE was observed for four of the seven interferons in the
initial screen when very high viral challenge of 104
PFU/well and a high multiplicity of infection (MOI = 0.5)
rate were used. Complete inhibition, expressed as CIA,,
was observed for interferon B-1b (Betaferon) at 5,000
IU/mL, interferon a-n3 (Alferon) at 5,000 1U/mL, interfer-
on o-nl (Wellferon) at 250,000 1U/mL, and human leuko-
cyte interferon o (Multiferon) at 500,000 1U/mL.
Ribavirin also completely inhibited the CPE at 5,000
pug/mL (Table 3). None of the other drugs showed com-
plete inhibition of CPE, even at the highest concentration
of drug tested (Table 2).

Rebif (IFN-B-1a) showed slight inhibition of CPE at
250,000 1U/mL, but the inhibition was not complete at the
screening virus load of 10,000 PFU/well. Likewise,
Roferon (IFN-a-2a) showed slight, incomplete inhibition
at 50,000 IU/mL. Because the criteria for ascertaining anti-
SARS-CoV activity in this screen were set at 100% inhibi-
tion of CPE, and as high doses of interferons may result in
severe clinical side effects, we chose to conduct further

Figure 1. Microscopic appear-
ance of control (A) and infected
(B) Vero E6 cells, demonstrating
cytopathic effects.
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Table 2. Commercially available antiviral agents tested, source and starting concentration

Antiviral agent Source Highest concentration tested Inhibition of cytopathic effect (ClAqq0)
Interferons

Interferon oi-2a (Roferon) Roche 100,000 IU/mL No
Interferon o-2b (Intron A) Schering-Plough 500,000 IU/mL No
Interferon o-n1 (Wellferon) GlaxoSmithKline 500,000 IU/mL Yes
Interferon o.-n3 (Alferon) Hemispheryx 10,000 IU/mL Yes
Interferon B-1a (Rebif) Serono 500,000 1U/mL No
Interferon 3-1b (Betaferon) Schering AG 100,000 1U/mL Yes
Nucleoside analogs

Acyclovir Faulding 1,000 ug/mL No
Ganciclovir (Cymevene) Roche 50,000 ug/mL No
Ribavirin ICN Pharma 10,000 pg/mL Yes
Protease inhibitors

Indinavir (Crixivan) Merck 100 pumol/L No
Nelfinavir (Viracept) Roche 10,000 nmol/L No
Saquinavir (Fortovase) Roche 10,000 nmol/L No
Reverse transcriptase inhibitors

Lamivudine (Epivir) GlaxoSmithKline 1,000 pumol/L No
Zidovudine (Retrovir) GlaxoSmithKline 1,000 pug/mL No
Neuraminidase inhibitors

Oseltamivir (Tamiflu) Roche 10,000 umol/L No
Zanamivir (Relenza) GlaxoSmithKline 1,000 umol/L No
Other

Amantadine (Symmetrel) Novartis 1,000 pug/mL No
Foscarnet (Foscavir) AstraZeneca 8,000 umol/L No

evaluations only in the interferons that showed complete
inhibition from initial screen, namely, Wellferon, Multi-
feron, Betaferon, and Alferon.

Based upon results of the primary screen, the four
active interferons and ribavirin were retested at two lower
viral challenges, 103 and 102 PFU/ well. All four drugs
again showed inhibitory effect, although the CIA,,, were
dependent on viral loads (Table 3). At the lowest viral load
the CIA,,, were 5 IU/mL for both interferon B-1b
(Betaferon) and human leukocyte interferon o
(Multiferon); and 50 and 250 IU/mL for interferon o-n3
(Alferon) and interferon a-nl (Wellferon), respectively.
No cytotoxicity of the interferons was observed at or near
inhibitory concentrations. Ribavirin showed inhibitory
activity at all three viral loads, but only at high concentra-
tions of the drug, 0.5-5 mg/mL. At high concentrations of
ribavirin (0.2-1 mg/mL) cytotoxic effects were observed
on VeroE6 cells, as has been reported for other cell types
(17,18). As such, we consider ribavirin to be inactive
against SARS-CoV.

A plagque reduction assay format with 100 PFU of
SARS-CoV (MOI = 0.0005) was conducted to determine
the 1C;, for Betaferon, Alferon, and Multiferon, the three
compounds that showed greatest potency for inhibition of
CPE. Additional supply was not available for testing inter-
feron a-nl (Wellferon), as production of this drug has
been discontinued. Cells were preincubated for 15 h with
fivefold dilutions of drug. Viral-induced plaques, which

developed in 3 days, were counted to determine the
inhibitory effect of the drugs at various concentrations. All
three interferon preparations displayed a dose-dependent
inhibition of SARS-CoV plaque formation in this assay
(Figure 2). The IC, and 1Cy; were determined to be 0.2
and 8 IU/mL for Betaferon, 0.8 and 200 IU/mL for
Alferon, and 2 and 44 IU/mL for Multiferon.

Discussion

Betaferon, Alferon, Multiferon, Wellferon, and rib-
avirin inhibited CPE in SARS-CoV-infected Vero E6
cells, in decreasing order of potency. Ribavirin, a drug
widely used in initial efforts to manage SARS infections,
inhibited CPE completely at 500-5,000 pg/mL at virus
loads of 100-10,000 PFU per well. The concentration
range observed is much higher than concentrations that
inhibit other viruses (respiratory syncytial virus, EDg, 2-8
ug/mL, HIV or resistant strains of rhinovirus, 50-100
ug/mL), including viruses that were tested on Vero cells
(West Nile virus, New York isolate 178 pg/mL, and
Uganda isolate 41 pg/mL) (19). In addition, the CPE

Table 3. Complete inhibition of cytopathic effect (ClA1qo) at
different virus titers

Virus load Ribavirin Wellferon Betaferon Alferon
(PFU/well) (ug/mL) (IU/mL) (IU/mL) (lU/mL)
10,000 10,000 500,000 10,000 10,000
1,000 10,000 5,000 1,000 1,000
100 1,000 500 10 100
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Figure 2. Dose-response curves for Alferon (A), Betaferon (B), and Multiferon (C) as determined by plaque reduction assays. ICg, (50%
inhibitory concentration) and ICyg (95% inhibitory concentration) values were calculated by using the fitted functions describing the curves.

inhibitory concentrations obtained in this study were
above the cytotoxic concentration range against Vero cells.
The 50% cytotoxic dose (CDg;) on various cell lines has
been reported to be approximately 200-1000 pg/mL of rib-
avirin (17,18). We observed slight cytotoxicity by micro-
scopic examination of the cells, making it difficult to
accurately obtain in vitro efficacy data against SARS-CoV.
It appears that due to the low activity of ribavirin in vitro,
inhibitory doses may not be achievable clinically. It is pos-
sible that ribavirin would be more effective in combination
with interferons. Combination therapy with ribavirin and
interferon o has now become standard treatment for chron-
ic hepatitis C (20-22). Additionally, we have tested the
effect of ribavirin and Betaferon in combination (range of
concentration of ribavirin, 1-100 ug/mL; range of concen-
tration of Betaferon, 0.1-10 1U/mL). At 1,000 PFU, this
combination did not demonstrate observable synergistic
inhibitory effect against SARS-CoV.

This study describes in vitro activity of four interferon
subtypes against the SARS-CoV. Interferons have been
used as anticancer and antiviral agents, in particular, for
treating hepatitis B and C infections. Various groups have
reported the clinical benefit of intranasally administered
interferon o in human volunteers before and after inocula-
tion with non-SARS coronaviruses (23-25). The antiviral
activity of interferons is mediated by direct effects on
infected cells or by modulating an immune response (26).
Interferons interact with specific surface cell receptors,
leading to production of interferon-stimulated gene prod-
ucts such as 2’5’-oligoadenylate synthase and protein
kinase PKR (27).

In SARS-CoV infection, a convenient starting point for
the use of interferons against a SARS-CoV infection
would be the usual clinical doses for the treatment of hep-
atitis B or C. Common clinical dosages for interferon o
range from 3 to 5 million 1U three times a week to 5 mil-
lion IU daily. For interferon B, data regarding efficacy in
the treatment of hepatitis C are conflicting, and interferon
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B (at doses of 3 to 6 million 1U three times weekly) is usu-
ally only used in the treatment of infections in patients
whose condition no longer responds to other therapies.
Plasma levels of interferons administered through the sub-
cutaneous route are usually low with correspondingly
short half-lives. In view of their mechanism of action,
absolute serum levels may not be meaningful as a measure
of the biologic activity of interferons, compared to the
induction of cellular products such as 2’5" oligoadenylate
synthase.

Interferon activity varies among different cell types
(28,29), however. Specific interferon subtypes which
inhibit SARS-CoV in Vero cells may not necessarily have
the same effect in other cells; the converse may also be
true—that those drugs that are negative in \ero cells may
be effective in other cell types. We are currently identify-
ing other in vitro models of SARS-CoV infection that will
enable us to address cell-type specific drug effects. Also,
interferon subtypes exhibited different activity against
SARS-CoV in this study. The mechanism for the differ-
ence in activity is unknown. Among the products tested,
the source of interferon and amount of glycosylation differ.
Some preparations were derived from human lymphoblas-
toid or leukocyte cells, while others were recombinantly
produced in Escherichia coli or mammalian cell culture.
We do not know the importance of this observation with
respect to possible antiviral mechanisms of the interferons
against SARS-CoV or potential clinical implications of
these differences.

This study describes rapid screening of commercially
available compounds for extension into in vivo research.
Evidence of activity and data from in vitro studies, howev-
er, cannot be easily correlated with clinical performance but
rather present promising candidates for follow-up studies.
Definite recommendations on anti—-SARS-CoV activity of
compounds in humans can only be made in the in vivo set-
ting. In conclusion, interferon $-1b, a-n1, o-n3, and human
leukocyte interferon o exhibit antiviral activity in an in
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vitro model and are potential drugs for in vivo research and
clinical management of SARS-CoV infection.
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SARS Transmission, Risk Factors,
and Prevention in Hong Kong

Joseph T.F. Lau,* Hiyi Tsui,* Mason Lau,* and Xilin Yang*

We analyzed information obtained from 1,192
patients with probable severe acute respiratory syndrome
(SARS) reported in Hong Kong. Among them, 26.6% were
hospital workers, 16.1% were members of the same house-
hold as SARS patients and had probable secondary infec-
tions, 14.3% were Amoy Gardens residents, 4.9% were
inpatients, and 9.9% were contacts of SARS patients who
were not family members. The remaining 347 case-patients
(29.1%) had undefined sources of infection. Excluding
those <16 years of age, 330 patients with cases from
“undefined” sources were used in a 1:2 matched case-con-
trol study. Multivariate analysis of this case-control study
showed that having visited mainland China, hospitals, or
the Amoy Gardens were risk factors (odds ratio [OR] 1.95
to 7.63). In addition, frequent mask use in public venues,
frequent hand washing, and disinfecting the living quarters
were significant protective factors (OR 0.36 to 0.58). In
Hong Kong, therefore, community-acquired infection did
not make up most transmissions, and public health meas-
ures have contributed substantially to the control of the
SARS epidemic.

As of June 11, 2003, a total of 1,755 probable SARS
cases were reported in Hong Kong (1). Some of the
sources of SARS transmission are unknown. For instance,
the first major SARS outbreak occurred in the Prince of
Wales Hospital in March 2003, and 138 probable cases
were reported from March 11 to March 25, 2003 (2).
Another major outbreak occurred in the Amoy Gardens
housing estate on approximately March 26, 2003, and a
total of 321 residents were affected (3). A total of 381 hos-
pital workers were affected as of May 29, 2003 (4). Other
sources of infection are possible. Some inpatients were
cross-infected by SARS case-patients, who were hospital-
ized for reasons other than SARS; others may have con-
tracted the disease through known contacts with other
SARS patients. The rest of the community-acquired case-
patients contracted the diseases through less defined
sources. The distributions of the “known” and “undefined”

*Chinese University of Hong Kong, Hong Kong, China
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sources of infection have not been reported. Such an initia-
tive would help assess the infectivity and modes of trans-
mission of the virus in the community setting.

Also, reports that public health measures, such as wear-
ing masks, frequent hand washing, avoidance of crowded
places, disinfection of the living quarters had been prac-
ticed by most of the Hong Kong population during the
SARS outbreak (>90%) (5). The efficacy of widespread use
of masks was controversial (6), and evaluating the efficacy
of such measures in controlling the epidemic is important.

Our study had two objectives. First, we sought to delin-
eate the distribution of different sources of transmission of
the SARS cases in Hong Kong. The number of cases with
known and undefined sources was determined. Patients
with known sources included those who were hospital
workers, those who lived in the Amoy Gardens Estate,
those who were probable secondary cases within a house-
hold (i.e., those with another household member who had
SARS with an earlier date of onset), those who were inpa-
tients and were cross-infected by other inpatients, and
those persons who had contact with another SARS patient
(who was not one of their household members) before the
onset of fever. For the remaining cases, the virus was con-
tracted through undefined sources.

The second objective was to identify the undefined
source group. A number of hypotheses were tested to iden-
tify relevant risk and protective factors associated with
contracting the disease. Risk factors were related to visit-
ing places of potentially high risk and meeting at-risk peo-
ple. Preventive factors were related to public health
measures for prevention.

Methods

The study population comprised all probable SARS
patients whose cases were reported to the Department of
Health on or before May 16, 2003 (n = 1,690). The SARS
case definition criteria, used by Hong Kong Hospital
Authority, is as follows: radiographic evidence of infiltrates
consistent with pneumonia and current temperature >38°C
or a history of such at any time in the preceding 2 days, and
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at least two of the following: history of chills in the past 2
days, new or increased cough, breathing difficulty, general
malaise or myalgia, typical signs of consolidation, and
known exposure. These criteria for cases are equivalent to
those in the World Health Organization’s case definition for
probable SARS cases (7).

Data Collection

Telephone numbers, as well as some demographic and
clinical background information, for all probable SARS
case-patients in Hong Kong (identified on or before May
16, 2003 [n = 1,690]) were obtained from the Department
of Health. A team of trained interviewers called all these
numbers, briefed the person answering the phone about the
nature of the study, and invited their household to join the
study. Informed consent was obtained directly from the
respondents. The number of SARS patients in the house-
hold was ascertained, and the interviewer identified the
index patient, the person who had the earliest date of onset
of fever if the household had more than one SARS patient.
The rest of the SARS patients, those with later onset of ill-
ness, were considered as having probable secondary or ter-
tiary cases. When a household had had two or more SARS
patients with the same fever onset date (11 households),
both were treated as index patients rather than as having
probable secondary cases. The information obtained was
cross-checked with that obtained from the SARS registry.
Ethics approval was obtained from the Ethics Committee
of the Chinese University of Hong Kong.

The study was conducted from April 4, 2003, through
June 10, 2003. Of the 1,690 probable SARS case-patients
reported in Hong Kong as of May 16, a total of 1,214
(72%) SARS case-patients from 996 households were cov-
ered by our study. Of the remaining 476 case-patients not
covered by this study, 140 case-patients (8.2%) did not
have a correct telephone number, 163 (9.6%) could not be
contacted after at least five attempts, 163 (9.6%) declined
to participate, and 10 (0.6%) were either not in Hong Kong
or could not communicate in Chinese or English.

Study Design

The study is part of a project that also includes an
investigation of the secondary attack rate of household
members. For the first part of this study, the index case-
patients were asked whether they were hospital workers,
inpatients before contracting SARS, or residents of the
Amoy Gardens. The other respondents were asked whether
onset of fever occurred within 10 days of contact with a
SARS patient. These four types of SARS cases were clas-
sified into the known sources group. The rest of the index
case-patients were classified into the undefined source
group. In the second part of the study, a 1:2 matched case-
control study was conducted for the undefined source
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group to identify risk and preventive factors associated
with SARS transmission in the community setting.

Adults >16 years of age were included in the case-con-
trol study (17 case-patients were removed from the analy-
sis). Potential geographically related risk factors studied
included whether the case-patient had visited (but not lived
in) Amoy Gardens, Prince of Wales Hospital, other hospi-
tals or clinics, or crowded places within 10 days before
onset of fever. Other risk factors were related to contact
with other groups of people during the same reference
period, including medical personnel, hospital visitors, and
persons with influenzalike symptoms (who were not
SARS case-patients). A number of protective factors were
related to relevant public health measures, including the
frequency of using a face mask in public venues, the fre-
quency of washing hands each day, and disinfection of liv-
ing quarters thoroughly during the same period. The same
questions were asked to the control group, which was
recruited by a random telephone survey. Members of the
control group were matched for age and sex with the case-
patient.

The reference period was the same as that of the
matched case-patient. Random telephone numbers were
selected from up-to-date local telephone directories.
Interviews were conducted in the evening to avoid over-
representing those who were not working during the day-
time. At least three calls were made before an unanswered
call was considered as a noncontact. Informed consent was
obtained before the interviews were conducted. Almost all
case-patients were interviewed within 14 to 28 days after
their onset of fever, and the control group was interviewed
accordingly. When a participant was unable to answer the
questionnaire, a proxy, who was most familiar with the
family situation, was interviewed.

Data Analyses

For the case-control study, odds ratios (OR) were first
examined by using univariate logistic regression models.
The significant univariate variables were then entered as
input for the multivariate forward conditional logistic
regression analysis; p values <0.05 were statistically sig-
nificant. SPSS for Windows Release 11.0.1 (SPSS Inc.,
Chicago, IL) was used to analyze the data.

Results

Cases with Known Sources of Transmission

Of the 1,214 probable SARS cases covered by this
study, 22 questionnaires (1.8%) were incomplete and did
not allow us to classify the respondents into groups accord-
ing to source of transmission. The rest (n = 1,192) were
analyzed. Atotal of 192 (16.1%) had probable cases of sec-
ondary or tertiary household transmission (Table 1) (i.e.,
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Table 1. Distribution of 1,214 severe acute respiratory
syndrome cases covered by the study®

n %"
Known sources 727 61.0
Probable secondary/tertiary 192¢ 16.1
household infection
Hospital care workers 317¢ 26.6
Amoy Gardens residents 170¢ 14.3
Inpatients 58¢ 4.9
Unknown sources
Contacted SARS patient(s) within 118 9.9
14 days before onset of fever °
Undefined sources 347 29.1
Visited Amoy Gardens 54¢ 45
Visited PWH ¢ 12¢ 1.0
Visited other hospitals or clinics 142° 11.9
Visited an affected country 45¢ 3.8
None of the above 124 10.4

dIncomplete information for 22 cases; complete information for 1,192 cases.
°Calculated based on complete data.

“These patients did not belong to the categories listed under known sources.
“These categories are not mutually excluded, i.e., a respondent may be
exposed to more than one category.

*PWH, Prince of Wales Hospital.

another household member had SARS but fever onset
occurred earlier). All the names were verified as being
reported to the SARS registry. Another 317 of 1,192
(26.6%) cases were hospital workers; 170 (14.3%) lived in
the Amoy Gardens; 58 (4.9%) were inpatients who had
been hospitalized for diseases other than SARS and kept
on wards with SARS patients. Most infected inpatients
were long-term chronic patients and had been hospitalized
for >2 weeks before having SARS symptoms. These
patients were likely to have been cross-infected. A total of
727 case-patients belonged in one of the four categories
(61% of 1,192 cases). Another 118 (9.9%) had come into
contact with a SARS patient within a 10-day period before
onset of fever. For 347 (29.1%) participants, the source
was undefined; these participants were included in the
case-control analysis. After excluding 17 case-patients <16
years of age, 330 participants were included in the case-
control study.

Univariate Case-Control Analysis

Of the 330 patients with an undefined source of infec-
tion, 48% were men and 52% were women. The mean age
of the patient group was 47.1 years for both the male and
female case-patients (standard deviation [SD] 18.8 and
19.9, respectively, p > 0.05, t test). The percentage of par-
ticipants in the undefined source group in the three periods
of the epidemic (before March 25, 2003, from March 26
through April 10, and after April 10) were 24.2%, 36.1%,
and 43.5%, respectively.

Members of the patient group were more likely than
the control group to have visited mainland China (12.7%
vs. 6.5%, p < 0.005). One patient had visited Taiwan,
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another patient had visited Singapore, two controls had
visited Taiwan, and none of the controls had visited
Singapore (Singapore and Taiwan were listed as affected
areas during the study period). Similarly, patients were
also more likely than controls to have visited the Amoy
Gardens (15% vs. 2%, OR = 9.10, p < 0.005) (keeping in
mind that those who lived in the Amoy Gardens had
already been removed from the analysis); patients were
more likely than the controls to have visited the Prince of
Wales Hospital (3.6% vs. 0.5%, OR = 8.27, p < 0.005) or
other hospitals or clinics (40.7% vs. 17.0%, OR = 3.36,
p < 0.005) (Table 2). Atotal of 212 cases of the undefined
source group had visited at least one of the above-men-
tioned categories of places. Frequency of visiting crowd-
ed places was, however, not significant in the univariate
analysis (21.91% vs. 20.8%, OR = 1.07, p > 0.05).

Members of the case-patient and control groups were
not statistically different in the percentage of having come
into contact with someone with influenzalike symptoms
(those having made contacts with SARS patients were
already removed, 9.0% vs. 6.4%, OR = 1.42, p > 0.05).
The two groups were also not different in the likelihood of
having social contact with someone who had visited a hos-
pital (8.2% vs. 5.2%, OR = 1.66, p > 0.05) or having social
contact with medical personnel (7.6% vs. 8.6%, OR =
0.87, p > 0.05). Also patients were not more likely to have
a known SARS patient living in the same housing estate,
after Amoy Gardens patients had already been removed
from the analysis (such data were made available to the
public by the government after April 12, 2003) (8).

Furthermore, matching for the reference period, mem-
bers of the case group were less likely than members of the
control group to have frequently worn a face mask in pub-
lic venues (27.9% vs. 58.7%, OR = 0.36, p < 0.005), to
have been washed their hands >10 times a day (18.4% vs.
33.7% OR = 0.44, p < 0.005), and to have disinfected their
living quarters thoroughly (46.6% vs. 74.5%, OR = 0.30,
p < 0.005).

Multivariate Analysis

When all the variables that were significant in the uni-
variate analysis were used as input for the multivariate
stepwise conditional logistic regression analysis, the
results show that among the 330 patients with undefined
sources, the following were significant risk factors: having
visited mainland China (OR = 1.95, p = 0.020, Table 2),
having visited the Amoy Gardens (OR = 7.63, p < 0.001),
having visited the Prince of Wales Hospital (OR = 7.07, p
=0.009), and having visited other hospitals or clinics (OR
=3.70, p < 0.001) during the reference period. On the other
hand, using a mask frequently in public places (OR = 0.27,
p < 0.001), washing one’s hands >10 times a day (OR =
0.58, p = 0.008), and disinfecting the living quarters thor-
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Table 2. Preventive measures and risk factors reported by cases and controls

Matched univariate

Matched multivariate

Factors Case” Control® OR (95% Cl) OR (95% CI) p valug®
% visited mainland China (reference=no) 12.7 6.5 2.09 (1.33t0 3.27)° 1.95(1.11 to0 3.42) 0.020
% visited PWH (reference=no) 3.6 0.5 8.27 (2.32 t0 29.49)° 7.07 (1.62 to 30.75) 0.009
% visited other hospitals/clinics (reference=no) 40.7 17.0 3.36 (2.49t0 4.54) 3.70 (2.54 t0 5.39) <0.001
% visited Amoy Gardens (reference=no) 15.5 2.0 9.10 (4.87 to 17.00)° 7.63 (3.77 to 15.43) <0.001
% visited crowded places frequently 21.9 20.8 1.07 (0.76 to 1.50) NS - -
(reference=occasionally/seldom/no)

% contacted someone with fever or influenza 9.0 6.4 1.42 (0.87 t0 2.32) NS - -
(reference=no)

% social contact with someone who visited 8.2 5.2 1.66 (0.96 to 2.85) NS - -

a patient in a hospital (reference=no)

% social contact with medical personnel 7.6 8.6 0.87 (0.52 to 1.44) NS - -
(reference=no)

% had a SARS case in the housing estate 6.6 8.5 0.76 (0.44 to 1.31) NS - -
(reference=no)

% disinfected the living quarters thoroughly 46.6 74.5 0.30 (0.23 t0 0.39)° 0.41 (0.29 to 0.58) <0.001
(reference=no)

Wore a mask in public places frequently 27.9 58.7 0.27 (0.20 t0 0.37)° 0.36 (0.25 t0 0.52) <0.001
(reference=occasionally /seldom/no)

Washed hands 11 or more times per day 18.4 33.7 0.44 (0.31t0 0.63)° 0.58 (0.38 t0 0.87) 0.008

(reference=1-10 times/day)

N.S., not significant; OR, odds ratio; Cl, confidence interval; PWH, Prince of Wales Hospital; -, not used by the multivariate analyses. The reference time period was the

10 days before the date of the patient’s onset of fever.
b —

n = 330.

°n = 660.

9p values for multivariate OR.

°p < 0.005.

oughly (OR =0.41, p < 0.001) during the reference period
were significant protective factors (Table 2).

Undefined Cases

After removing those case-patients who may have con-
tracted SARS after visiting the Amoy Gardens, the Prince
of Wales Hospital, other hospitals, or an affected country,
including mainland China, Singapore, and Taiwan (212
cases of the 330 cases), 118 cases remained undefined.
They were likely to be community-acquired cases of
unknown sources of transmission. When univariate and
multivariate conditional logistic regression analyses were
repeated for the 118 cases with undefined sources (after 212
patients who had visited some particular places that were
associated with risk for transmission were removed from
the analysis) and their controls (n = 236), similar results
were obtained. The three public health variables—frequent-
ly wearing a mask in public places (adjusted OR = 0.36, p
< 0.001), washing hands >10 times a day (adjusted OR =
0.44, p = 0.008), and disinfecting the living quarters thor-
oughly (adjusted OR = 0.36, p < 0.001)—remained signif-
icant protective factors. Again, similar to the results of the
previous analysis applied to the 330 cases, the other five
variables (visiting crowded places, having contact with
someone with influenzalike symptoms, having social con-
tact with hospital visitors, having social contact with med-
ical workers, and living with in the same housing estate as
other SARS case-patients) were not significant risk factors.
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Discussion

Of the 1,192 participants in this study, approximately
16.1% had probable secondary or tertiary transmission
occurring within the household, 26.6% were hospital
workers with nosocomial infections, 14.3% were Amoy
Gardens patients, and 4.9% were cross-infected inpatients.
In 9.9%, SARS might have been contracted when the par-
ticipant came in contact with a SARS patient who was a
nonhousehold member, which may have occurred in a hos-
pital or community setting. SARS may have developed in
18.7% after they visited Amoy Gardens, hospitals or clin-
ics, or affected countries. This computation leaves 9.9% as
community-acquired cases of an unknown source.

The percentage of patients related to Amoy Gardens
(someone who lived there or visited there) is 18.8%
(224/1,192). The percentage of patients with a hospital
connection (hospital workers, inpatients, and visitors) is
44% (525/1,192). The proportion of unknown community-
acquired SARS infection among all SARS cases in this
study was considerably lower than the proportion of noso-
comial infection, which suggests that preventing hospital
outbreaks is essential.

Of the 330 undefined transmissions, 44.2% of the trans-
missions occurred through hospital visitors. Another study
on household transmission also indicated that hospital vis-
its were a significant risk factor for predicting household
secondary infection (9). Therefore, the severity of future
outbreaks, if any, would depend on the ability of the hos-
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pital system to control hospital cross-infection and infec-
tion of visitors.

Visits to mainland China were associated with SARS
transmission, even after adjusting for other variables.
Cross-border transmission played a role in the epidemic;
although the absolute percentage is not high among the
1,192 case-patients (3.6% or 43/1,192), it is substantially
larger among the undefined source group (12.4%). With a
case-control design, we could not establish whether this
14.4% was associated with an inflated risk. Cross-border
communication and prevention, such as those set in place
(temperature screening and health declaration), need to be
enforced strictly and consistently. Almost 70% of the 43
participants who visited mainland China had fever onset
on or before April 1 (i.e., the early phase of the epidemic)
(5). None of them had onset after May 3, which is under-
standable as visiting mainland China was perceived as a
high risk by the general public in the late phase of the epi-
demic (5).

The variables related to social contacts (with medical
personnel or hospital visitors, with persons with influenza-
like symptoms, and with persons living in a housing estate
with a reported SARS patient) were not significant. These
findings should be interpreted with caution. On one hand,
these case-patients should not be stigmatized. On the other,
the results may have been confounded because all SARS
cases contracted this way were excluded from the analysis.
However, confirming that these variables could not
account for transmission of the undefined source cases can
be useful.

Evidence does not indicate that frequent visits to
crowded places were associated with a higher likelihood of
community-acquired infection. This finding may remove
panic that arose during the epidemic, and daily life need
not change as much as it had. Hong Kong is a densely pop-
ulated city, and it had a large number of SARS cases. The
number of community-acquired cases in less populated
cities should be much lower than that of Hong Kong. This
finding should be interpreted with care as >90% of the
general public wore face masks in public places, and >85%
avoided visits to public places during the epidemic in
Hong Kong (5). Although visiting the Amoy Gardens was
a risk factor, Amoy Gardens might be the only place where
such a large-scale SARS outbreak was attributable to con-
tamination of the environment.

We now have some empirical evidence to suggest that
wearing a face-mask frequently in public places, frequent
handwashing, and disinfecting one’s living quarter were
effective public health measures to reduce the risk for
transmission (adjusted OR 0.58 to 0.36). The effectiveness
of mask use was controversial (6). In another study, the
prevalence of these three public health preventive public
health measures increased significantly from March 21,
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2003, to April 1, 2003, (i.e., wearing masks 11.5%-84.3%;
frequent hand washing 61.5%-95.1%; home disinfection
36.4%-80%) (5). These practices played an essential role
in limiting the spread of the virus in the community in
Hong Kong.

That disinfecting the living quarter is a strong protec-
tive factor has a particular relevance. The reason behind
the significance is not completely clear. During the epi-
demic, the Hong Kong government released frequent
announcements of public interest to promote home disin-
fection using 1:99 bleach water solutions. Most respon-
dents who disinfected their living quarters were probably
following the government’s suggestion. Keeping in mind
that probable secondary cases had already been removed
from the analysis, such protective effect is not referring to
the effects that disinfecting the quarter reduced the chance
of secondary infection. Environmental contamination (sus-
pected to be related to the sewage system) was reported in
the Amoy Gardens, and similar environmental contamina-
tion probably did not occur in other places. Such contami-
nation-related infections might be on a small scale and not
been noticed. In such circumstances, home disinfection
might reduce the risk for transmission. The finding sug-
gests that, in addition to the droplet theory, the fomites the-
ory could not be dismissed.

Our study has a few limitations as well as strengths.
First, approximately 72% of all SARS case-patients were
included in the study (excluding patients whose contact
numbers were incorrect or not available; approximately
78% of those with a valid contact telephone number were
included, and the refusal rate was about 10%). The sample
size was reasonably large. Second, data were collected ret-
rospectively. Most of the data were, however, collected
from the participants within 1 month after onset of fever.
Since contracting the disease is a major life event for the
patient and family, they should be able to recall whether
such factual and benchmark behaviors had been practiced.

The study also has strength of matching for age, sex,
and reference time of the behaviors in question, so that
both the case and control in a pair were referring to rele-
vant behaviors that occurred within the same 10-day peri-
od before the date of onset of fever of the patient. Third,
some questions, such as those about disinfection of house-
holds or visiting crowed places were nonspecific (the ques-
tions asked were “Whether your living quarter had been
disinfected thoroughly” and “Whether you had visited
crowded places”). Different participants might have
defined the terms differently. Further, a number of patients
were unable to answer the questions, and a household
member who was “most familiar with the household situa-
tion” was invited to serve as a proxy. The responses
obtained from these informants were compared to those
obtained from the patients themselves, and no statistical
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significance was obtained (p 0.199 to 0.854) to all vari-
ables, except for the variable about visiting the Amoy
Gardens (p < 0.05).

One particular strength of the study in its evaluation of
the three public health measures is that transmissions due
to various known sources of infection had been removed as
much as possible. In conclusion, the study shows that pub-
lic health measures may have contributed substantially to
the control of SARS epidemic in Hong Kong.

This study was solely funded by the Chinese University of
Hong Kong.

Dr. Lau is the director of the Center for Epidemiology and
Biostatistics of the School of Public Health of the Chinese
University of Hong Kong. His research interests include commu-
nity research on behavioral aspects of infectious disease, such as
HIV prevention studies.
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Myanmar Dengue Outbreak

Associated with

Displacement of

Serotypes 2, 3, and 4 by Dengue 1

Hlaing Myat Thu,*t Kym Lowry,* Thein Thein Myint, Than Nu Shwe, Aye Maung Han,%
Kyu Kyu Khin,§ Kyaw Zin Thant,t Soe Thein,t and John Aaskov*

In 2001, Myanmar (Burma) had its largest outbreak of
dengue—15,361 reported cases of dengue hemorrhagic
fever/dengue shock syndrome (DHF/DSS), including 192
deaths. That year, 95% of dengue viruses isolated from
patients were serotype 1 viruses belonging to two lineages
that had diverged from an earlier, now extinct, lineage
sometime before 1998. The ratio of DHF to DSS cases in
2001 was not significantly different from that in 2000, when
1,816 cases of DHF/DSS were reported and dengue 1 also
was the most frequently isolated serotype. However, the
2001 ratio was significantly higher than that in 1998 (also
an outbreak year) and in 1999, when all four serotypes
were detected and serotypes 1, 2, and 3 were recovered in
similar numbers. The large number of clinical cases in 2001
may have been due, in part, to a preponderance of infec-
tions with dengue 1 viruses.

Dengue is a disease caused by four serotypes of a fla-
vivirus of the same name (1). Infection with these
viruses may be inapparent, or it may result in disease vary-
ing in severity from a mild influenza-like illness to hemor-
rhagic fever and hypovolemic shock, which may be fatal if
untreated (1). Dengue is an important source of illness and
death in tropical nations, particularly in Southeast Asia and
Central and South America (2). In 1998, a pandemic of
dengue resulted in 1.2 million cases of dengue hemorrhag-
ic fever (DHF) in 56 countries (3). In many countries in
Asia where this disease is endemic, outbreaks occur in
cycles of 3 to 5 years due, perhaps, to enhanced infection
with one serotype caused by cross-reactive antibody pro-
duced in response to an earlier infection with a second
serotype (4), rather than to climatic effects (5).
Furthermore, the incidence of disease and its severity vary
between primary and secondary infections and between

*Queensland University of Technology, Brisbane, Australia;
tDepartment of Medical Research, Yangon, Myanmar; Yangon
Children’s Hospital, Yangon, Myanmar; and 8Mawlamyaing
General Hospital, Mawlamyaing, Myanmar
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infections with different dengue virus serotypes (6-8). All
four dengue virus serotypes circulate in countries in
Southeast Asia from Myanmar to Indonesia (9-13), and no
outbreaks caused by single virus serotypes, as have been
seen in dengue non-endemic areas such as Cuba or
Australia (14,15), have recently been reported.
Phylogenetic studies have shown regular extinction of
strains of dengue viruses in single locations and emergence
of new strains (16,17), and it has been suggested that the
appearance of more fit or more pathogenic viruses may
occur as a result of immunologic selection during periods
of intense transmission during outbreaks (18). While weak
selective pressure on the envelope (E) protein gene of
some dengue viruses is evident (19), the most extensive
changes in virus genotypes appear to be due to recombina-
tion or to possible genetic bottlenecks (16,17,20). Given
these observations, and the finite pool of hosts in most
locations (humans and selected species of Aedes mosqui-
toes), perhaps it is surprising that greater competition
between the four serologically related serotypes of dengue
virus has not been observed, e.g., the complete exclusion
of two or three serotypes from an ecologic niche.

Patients and Methods

Serology

Acute- and, when possible, convalescent-phase serum
samples were obtained from patients admitted to the
Yangon Children’s Hospital with a clinical diagnosis of
DHF (1). A patient with a confirmed case of dengue fever
was one who met any of the following criteria: 1) paired
sera showed a fourfold or greater rise in hemagglutination
inhibiting (HI) antibody titer against dengue virus (21); 2)
a convalescent-phase serum sample produced an
immunoglobulin (Ig) G reaction (titer equivalent to an
anti-dengue virus HI titer of >2,560), an IgM reaction in a
commercial “rapid” dengue test (22), or both; or 3) dengue
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virus was recovered by culturing 140 uL of acute-phase
serum on 25-cm2 monolayers of C6-36 A. albopictus cells
for 7 days. The serotype of the virus was determined by
performing indirect immunofluorescence (23) on cells
from the cultures of C6-36 cells used for virus isolation
with flavivirus-, dengue-, or serotype-specific monoclonal
antibodies (23,24).

Phylogenetic Analyses

RNA was extracted from virus isolates with a commer-
cial kit (Qiagen, Hilden, Germany) according to the man-
ufacturer’s instructions, transcribed to cDNA, and
amplified by polymerase chain reaction as described previ-
ously (24). The cDNA was purified and then sequenced on
an automated sequencer (Applied Biosystems, Inc., Foster
City, CA) (24). Nucleotide sequences were edited, com-
pared, and analyzed with software (EclustalW, Ednapars,
Ednadist, Ekitsch) from the Australian Genome
Information Service (available from: http://www.angis.
org.au). Additional nucleotide sequences used in the phy-
logenetic analyses are listed as country, year of isolation,
dengue virus serotype, and GenBank accession number,
i.e., (Sin[gapore]90D1, M87512; Abid[jan]99D1,
AF298807; Mall[aysia]72D1-12, AF231721; Thai64D1,
AF180817; Thai58D1, D10513; Phil[ippines]D1, D00503;
Nauru74 D1, UB88535; Mex[ico]83D1, DO00504;
Jam[aica]77D1, D00501; Japan43D1M, ABO074760;
Haw[aii]44D1, X76219; Lao96D1, AB003090; China
80D1, AF350498; Camb[odia]98D1, AF309641).

Results

Dengue is endemic in Myanmar. Outbreaks have
occurred in 3- to 5-year cycles of increasing magnitude
since the first recorded outbreak in the country in 1970
(Table 1). The outbreak in 2001 (15,361 cases of
DHF/dengue shock syndrome [DSS]) was the largest on
record.

In 1998 and 1999, all four dengue virus serotypes
(DENV-1-4) were recovered from patients in the Yangon
Children’s Hospital; DENV-1, -2, and -3 were recovered in
approximately similar ratios each year (Table 2). In 2000
and 2001, no DENV-4 was recovered, and DENV-1 was
recovered more frequently than any other serotype. In

2001, 95% of isolates were DENV-1. No significant differ-
ence (p > 0.05, chi-square test) was found in the rate of iso-
lation of dengue viruses from seronegative serum samples
for each of these years.

Accompanying the change in the relative proportions of
dengue virus serotypes recovered from patients in the
Yangon Children’s Hospital was a significant change in the
relative proportion of clinically diagnosed DHF and DSS
cases (1998: 3,194 DHF, 1,402 DSS; 1999: 1,741 DHF
601, DSS; 2000: 896 DHF, 224 DSS; 2001: 4,511 DHF,
1,105 DSS), i.e., DSS occurred in a smaller proportion of
patients in 2000 and 2001 than in 1999 or 1998 (p < 0.01,
chi-square test). Hemorrhagic signs and symptoms devel-
oped in most of the dengue fever patients in 2001; such
patients were distinguished from DHF patients only on the
basis that their platelet levels were >100,000/mm3.

Of the patients with a laboratory-confirmed dengue
infection and sufficient clinical and laboratory detail to
confirm the grade of infection (990 patients), almost half
(455) had a primary infection. However, DSS was more
prevalent in patients with secondary infections (112/535)
than in those with a primary infection (43/455). The medi-
an age of patients with primary infections (5 years) was not
significantly different (p < 0.05, Wilcoxon rank sum) from
those with a secondary infection (6 years). Thirty-nine of
the primary infections occurred in children <1 year of age;
shock developed in 7 of these children. Of the remainder,
17 had DF, 12 had DHF grade I, and 3 had DHF grade I1).
Virus (dengue 1) was recovered from the acute-phase
serum of three of these seven DSS patients. Two patients
<1 year of age had a secondary infection; dengue fever
developed in both.

Phylogenetic analyses of the nucleotide sequences of
the E protein gene of the only pre-1998 DENV-1 available
from Myanmar along with 3 of the 9 isolates from 1998,
both 1999 isolates, 5 of the 6 isolates from 2000, and 8 of
the 115 isolates from 2001 (including an isolate recovered
from a single female A. aegypti mosquito [My01D1m193]
collected in the home of a dengue patient
[My01D141500]) suggested that two new strains of
DENV-1 had appeared some time before 1998, i.e., all
three clades of Myanmar DENV-1 viruses have 1998
viruses in them (Figure 1). The clade containing the 1996

Table 1. Annual dengue hemorrhagic fever cases, Myanmar

Y Cases Y Cases Y Cases Y Cases
1970 1,654 1978 2,029 1986 2,114 1994 11,647
1971 691 1979 4,685 1987 7,331 1995 2,218
1972 1,013 1980 2,026 1988 1,178 1996 1,854
1973 349 1981 1,524 1989 1,196 1997 4,006
1974 2,477 1982 1,706 1990 6,318 1998 12,918
1975 6,750 1983 2,756 1991 6,770 1999 5,753
1976 3,153 1984 2,273 1992 1,685 2000 1,816
1977 5,364 1985 2,666 1993 1,979 2001 15,361
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Table 2. Dengue virus (DENV) serotypes recovered from patients in Yangon Children’s Hospital, 1998-2001

1998 1999 2000 2001
Clinical cases 4,596 2,342 1,100 5,616
Paired sera 709 739 501 1870
Confirmed cases 496 373 274 1,481
Sera with HI titer <80 for virus isolation 54 30 42 236
DENV-1 isolates 9 2 6 115
DENV-2 isolates 5 5 1 1
DENV-3 isolates 9 3 1 3
DENV-4 isolates 1 1 0 0
Mixed virus isolates 0 0 0 2 (dengue 1+2)

2HI, hemagluttination inhibition

isolate (My96D123819) may be extinct (no examples have
been identified since 1998). There was no apparent segre-
gation of the viruses in the two most recent clades of
Myanmar viruses according to the township (suburb)
where the patient lived or to the date of onset of symptoms,
i.e., viruses from both clades appeared to be co-circulating.

There were 210 nucleotide differences between the
sequences of the E protein genes of the My96D123819 and
My98D132514 viruses and those of the remaining
Myanmar viruses. Forty-six of these resulted in amino acid
changes. Amino acid changes at E37 (N-D), E155 (T-S),
E161 (1-T), E329 (A-T), E369 (T-E), E442 (A-T), E468 (I-
N) and E492 (T-V) distinguished these two viruses from
all other Myanmar DENV-1.

The nucleotide sequences of the E genes of the viruses
recovered from a patient and a female A. aegypti mosqui-
to from the same house varied at three sites. Two of the
changes were silent, and the third resulted in a nonconser-
vative amino acid change at E261 from R (in the patient)
to H (in the mosquito). Virus from one other patient
(My00D136957) had R at this position, but virus from all
other patients had the same amino acid as the mosquito at
this site.

Discussion

The dengue outbreak in Myanamar in 2001 occurred at
a time not unanticipated from the usual 3- to 4-year cycles
of outbreaks in that country (Table 1). Nevertheless, we are
unaware of any previous examples of dengue outbreaks, in
countries in which all four dengue virus serotypes are cir-
culating, in which a single serotype has risen to the promi-
nence that DENV-1 appears to have reached in Myanmar
in 2001.

The number of dengue cases in Yangon from 1998 to
2001 was not obviously correlated with the temperature or
rainfall (Figure 2) other than the fact that the average tem-
perature in April of the 2 epidemic years (1988, 38.5°C;
2001, 39.1°C) was almost 2°C higher than the highest aver-
age in the nonepidemic years. These observations are in
broad agreement with those made in Bangkok over much
larger periods (4,5) that weather was not a major factor in
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determining when dengue outbreaks occurred. However,
associations between meterologic conditions and dengue
outbreaks could be missed if comparisons are made
between aggregated monthly totals (rainfall) or monthly
averages (temperature) rather than with daily values.

Why or how the change in the composition of dengue
virus populations circulating in Yangon occurred is not
clear. If the DENV-1 populations diversified in the
1994-1998 interepidemic period, the changes could have
been due to a genetic bottleneck, such as has been pro-
posed to explain the disappearance of ancestral strains and
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Figure 1. Phylogenetic analysis of the nucleotide sequences of the
E protein genes of dengue 1 viruses from Myanmar and of dengue
1 viruses from other localities.
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Figure 2. Relationship between weather conditions and the num-
ber of cases of dengue in Yangon, 1998-2001. (a) Comparison of
the monthly admissions of dengue (dengue fever, dengue hemor-
rhagic fever, and dengue shock syndrome) patients to the Yangon
Children’s Hospital with the total monthly rainfall. (b) The average
monthly maximum and minimum temperatures in Yangon from
1997 to 2001 and the difference between these values.

the appearance of new strains of DENV-2 and -3 in
Thailand (16,17). Strong immunologic pressures on
dengue virus populations during rapid transmission in out-
breaks could give rise to serologic-escape mutant popula-
tions of virus (18). In the 1998 dengue outbreak in Yangon,
in which DENV-1-4 were recovered from patients, all
DENV-1 analyzed in this study were recovered in August

and September, just after the season had peaked (June 835
DHF/DSS cases; July 845 DHF/DSS cases; August 829
DHF/DSS cases; September, 516 DHF/DSS cases). Six of
the eight amino acid changes (see above) that distin-
guished the two post-1998 DENV-1 lineages from the ear-
lier one occurred in the portion of the E protein above the
lipid membrane of the virion (E468 and E492 are in the
putative transmembrane anchor region of the E protein
[25]). The amino acids at E 155 of the pre-1998 lineage of
DENV-1 and all 1998 strains of DENV-2—4 were the same
(T) and differed from that at this position in the post-1998
DENV-1 lineages (S). At E37 and 442, the pre-1998 line-
age DENV-1 isolates shared the same amino acid as 1998
lineages of DENV-2 and -3 and of DENV-2, respectively,
and these differed from the amino acids in the correspon-
ding positions of the post-1998 DENV-1 lineages (Table
3). These changes might be taken as evidence of selective
pressure imposed on DENV-1 by cross-reactive antibodies
produced against the co-circulating DENV-2, -3, or -4.
Despite these observations, others have been unable to find
any evidence of selection acting on the E protein of
DENV-1 in nature (19). Furthermore, gaps in the regional
virologic record make it difficult to determine whether the
post-1998 strains of DENV-1 in Myanmar were introduced
or whether they evolved locally.

One further difference between the observations of the
dengue outbreaks in Yangon from 1984 to 1988 (7) and in
2001 was the proportion of dengue patients who had pri-
mary infections. From 1984 to 1988, 15% of patients
admitted to the Yangon Children’s Hospital had a primary
infection (7). In 2001, 455 (46%) of 990 virologically or
serologically confirmed dengue patients had a primary
infection. This increase in the proportion of patients with
primary infections may have contributed to the decrease in
the proportion of DSS cases (6,7). Other researchers (8)
have observed that primary infections with DENV-1 and -
3 result in clinical disease more frequently than primary
infections with DENV-2 or -4. The data from Myanmar in
2001 are compatible with these observations if the rate of
isolation of each dengue virus serotype from patients in
Myanmar in 2001 reflected the infection rate with each

Table 3. Comparison of amino acid changes in dengue 1 virus (DENV-1) E proteins with the sequence of the same region of co-

circulating strains of DENV 2—4?

Y Position Amino acid sequence

DENV-1 DENV-2 DENV-3 DENV-4
1998 E37 MAKNKPT MAKNKPT MAKNKPT MAQGKPT
Post-1998 MAKDKPT
1998 E155 GNETTEH GNDTGKH GNDTQGH GNDTSNH
Post-1998 GNESTEH
1998 E369 IEATPPF IEAEPPF IEAEPPF IELEPPF
Post-1998 IEAEPPF
1998 E442 IFGAAYG VFGAIYG DFGSVGG VFGSVYT
Post-1998 IFGTAYG

2Amino acids in bold occur at the positions in the E protein indicated, e.g., E37, E155.
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type in the community at large. The observation of a lower
incidence of DSS among patients in 2001, when most
infections may have been due to DENV-1, than from 1984
to 1988 (7) or in 1998 and 1999 agrees with previous
observations that DSS occurs most commonly after infec-
tions with DENV-2 in hosts who have had a prior infection
with another dengue serotype (6,7). This report provides
further evidence of the ability of dengue viruses to under-
go rapid and unpredictable changes in genotype (16,17)
and of the association of such changes with major changes
in disease incidence and severity.
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Predicting Geographic Variation in
Cutaneous Leishmaniasis, Colombia

Raymond J. King,* Diarmid H. Campbell-Lendrum,f and Clive R. Daviest

Approximately 6,000 cases of cutaneous leishmania-
sis are reported annually in Colombia, a greater than
twofold increase since the 1980s. Such reports certainly
underestimate true incidence, and their geographic distri-
bution is likely biased by local health service effectiveness.
We investigated how well freely available environmental
data explain the distribution of cases among 1,079 munici-
palities. For each municipality, a unique predictive logistic
regression model was derived from the association among
remaining municipalities between elevation, land cover
(preclassified maps derived from satellite images), or both,
and the odds of at least one case being reported. Land
cover had greater predictive power than elevation; using
both datasets improved accuracy. Fitting separate models
to different ecologic zones, reflecting transmission cycle
diversity, enhanced the accuracy of predictions. We derived
measures that can be directly related to disease control
decisions and show how results can vary, depending on the
threshold selected for predicting a disease-positive munici-
pality. The results identify areas where disease is most like-
ly to be underreported.

Transmission of the zoonotic disease American cuta-
neous leishmaniasis (ACL) is increasing in Latin
America (1). ACL was originally characterized as an
occupational disease of workers, primarily men, exposed
to the natural transmission cycle in forests (2). Changes in
these environments have led to the proliferation of various
species of the sand fly vector (Lutzomyia spp.), their asso-
ciated parasites, and reservoirs around rural settlements
(3,4). In some regions, such modifications have facilitat-
ed the invasion of vectors that transmit Leishmania spp.
associated with particularly severe disease (5).
Peridomestic and domestic transmission have now been
recorded in at least nine countries in the Americas (2,6)
and are responsible for an increasing proportion of total
cases (7,8). In the areas subject to most anthropogenic
change, ACL now affects all age groups and both sexes
almost equally (9,10).

*Centers for Disease Control and Prevention, Atlanta, Georgia,
USA; and tLondon School of Hygiene and Tropical Medicine,
London, United Kingdom

598

The impact of ACL may be reduced by the rapid provi-
sion of antimonial drugs for treatment (11). However, the
increasing incidence and domesticity of ACL also increase
the feasibility of interventions to interrupt transmission
around houses. To date, few control programs have been
effective (12-14). Although interventions such as residual
spraying of houses can reduce transmission (14,15), they
are rarely applied in a focused, evidence-based manner (9).
The wide geographic variation in the ecology and behavior
of vectors, pathogens, reservoirs, and persons is likely to
cause corresponding variation in cost-effectiveness of con-
trol measures (16). The ecologic and topographic risk fac-
tors for ACL in particular geographic regions must be
clarified in order for appropriate control methods to be
devised and carried out (17).

Remote sensing data are increasingly being used to
measure environmental and topographic variables on the
ground, and geographic information systems (GIS) are
being used to model these data both spatially and tempo-
rally. The particular advantages of remote sensing include
1) numerous sensors with a wide range of spectral, spatial,
and temporal resolutions (18,19), and 2) global coverage at
low or no cost. These properties potentially allow GIS
functions to be used to investigate environmental relation-
ships and generate predictive maps throughout wide areas
and thus focus control measures (20,21). These approach-
es have been used to predict distributions for a wide range
of vectors and vector-borne diseases, including sand flies
and leishmaniasis (22—24).

Despite their apparent utility, these techniques are still
not widely used by control programs in part because health
personnel often consider satellite data difficult to interpret
(previous studies have usually used reflectance measure-
ments from satellite sensors or with land-cover classifica-
tions “custom-built” by the investigators). The predictive
maps that are generated are also often poorly validated and
only indirectly related to control decisions. In addition, most
previous analyses have been restricted to a relatively limit-
ed number of environments, vectors, or parasite Species.

We used remote sensing and GIS technologies to inves-
tigate the extent to which freely available *“off-the-shelf”
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(i.e., preclassified) land cover and elevation datasets can
predict variation in risk for ACL transmission in Colombia,
a country characterized by a highly diverse ecology, topog-
raphy, and climate. These conditions have led to multiple
Leishmania parasites (6 reported species), mammalian
reservoirs (12 reported species), and Lutzomyia vectors (12
reported species) (15), creating a complex distribution pat-
tern of ACL transmission (25).

We used a jackknife method previously used in ecolog-
ic studies to test the following factors: 1) the ability of sta-
tistical models based on elevation and preclassified
land-cover data to predict the probability of ACL transmis-
sion in each municipality in Colombia, 2) whether predic-
tive accuracy could be improved by allowing different
environmental-disease relationships in different ecologic
zones, and 3) the extent to which these predictions could
also explain variation in the intensity of transmission (the
reported incidence of cases) between disease-endemic
municipalities. Finally, we generated various measures of
model accuracy and compared their usefulness in terms of
informing disease control decisions.

Methods

Incidence Data

Data on annual reports of ACL were obtained from the
Colombian Ministry of Health. Municipality-level case
reports for 1,079 municipalities in 1994 were linked to a
georeferenced digitized map of municipality boundaries
from the Colombian geographic institute (Instituto
Agustin Codazzi) and population information from the
1993 census from the national census organization
(DANE), using ESRI ArcView GIS software. This
allowed municipalities with at least one reported case to
be identified and incidence rates among the rural popula-
tion to be calculated.

Explanatory Data: Elevation and Land Cover

The Andean region encompasses wide variations in ele-
vation, which is the principal determinant of variation in
temperature, and strongly influences precipitation.
Georeferenced elevation data from a 1-km digital eleva-
tion model of South America was downloaded from the
U.S. Geological Service Earth Resources Observation
System (EROS) (26). Land-cover data were obtained from
the 1-km x 1-km resolution South America Seasonal Land
Cover database, accessed from the same source. The data
were derived from 1-km resolution, 10-day composites of
NOAA-AVHRR satellite images acquired from April 1992
through March 1993, which were classified into land cover
types according to their spectral characteristics throughout
the year. The resulting land cover map was validated by
comparing sample point pixels with cover type identified
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from Landsat or SPOT images, giving an overall accuracy
of 66.9% (27).

Of the 167 land-cover classes recorded in South
America, 105 were represented in Colombia. However,
many of these have similar or identical biologic and eco-
logic descriptions (Table 1), and the use of a large number
of essentially replicated classes makes interpretation diffi-
cult and increases the odds of detecting an apparently sig-
nificant association purely by chance. Classes with
identical or highly similar descriptions were therefore
grouped together. In four instances when classes were sim-
ilar or identical, except for a constituent crop associated
with ACL transmission (coffee), two classes were creat-
ed—one with coffee and one without coffee (28-30). This
process generated 25 broader classes.

Elevation and land-cover data were overlaid on the map
of municipality boundaries and incidence rates, using the
GIS software TNTmips (Microlmages, Inc., Lincoln, NE).
This GIS was used to calculate, for each municipality, the
mean elevation and the proportion of total area covered by
each land-cover class.

Other mapping studies for tropical diseases (31,32) have
shown that dividing predictive maps into ecologically sim-
ilar areas can improve their accuracy. The ecologic, topo-
graphic, and climatic diversity of Colombia gives rise to 23
distinct vegetative zones (33) and a spatially heterogeneous

Table 1. Land-cover classification used in the analysis
Identification no. Land-cover class label

1 Fragmented evergreen forest/grassland/savanna

2 Tropical evergreen rainforest

3 Montane evergreen rainforest

4 Submontane evergreen rainforest

5 Dry deciduous forest

6 Subtropical moist deciduous forest

7 Deciduous woodland

8 Fragmented evergreen forest/cropland

9 Deciduous forest/cropland—includes coffee

10 Fragmented evergreen forest/cropland
—includes coffee

11 Cropland—includes coffee/woodland

12 Cropland—includes coffee/savanna/grassland

13 Cropland

14 Cropland/savanna/grassland/pasture

15 Cropland/ woodland

16 Fragmented montane forest/cropland

17 Grassland/savanna/woodland

18 Semiarid deciduous shrub

19 Semiarid thorn shrub/grassland/cropland

20 Flooded grassland

21 Flooded grassland/fragmented forest

22 Flooded evergreen broadleaf forest

23 Andean tundra/shrubland

24 Sparsely vegetated

25 Wooded wetland
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distribution of transmission cycles and intensity of ACL
transmission (15). For the purposes of this study, we fol-
low Espinal and Montenegro in dividing Colombia into
seven ecoregions (33). Of these, two small regions were
either combined with larger contiguous regions (Catumbo
River Basin joined to Magdalena River Valley) or exclud-
ed from the analysis (Central Andean Massif). This left
five zones for ecoepidemiologic analysis: Pacific,
Atlantic, Amazon and Eastern Plains, Cauca River Valley,
and Magdalena River Valley. These ecoregions, and the
geographic distribution of elevation and vegetation are
illustrated in Figure 1.

Statistical Analysis of Ecologic Associations

Predictions of the probability of transmission were gen-
erated by using a jackknife procedure (34). In this
approach, a single municipality was excluded, and a logis-
tic regression model was fitted to the remaining data. The
response variable was defined as either presence or absence
of at least one reported case of ACL, and the independent
variables were defined as the proportions of the total area of
each municipality belonging to each land-cover class, mean
elevation, and (to allow nonlinear relationships) the square
of the mean elevation. The coefficients from this model
were then applied to the values of the predictor variables
from the missing municipality to generate a predicted prob-
ability of occurrence between 0 and 1. The process was
repeated for each municipality. Predicted and observed
datasets were therefore independent because the prediction
for each municipality was generated by using disease data
only from other locations. The statistical significance of the
fit was measured by using the chi-square value from a
logistic regression of the observed data against the predict-
ed data for all municipalities.

We compared the predictive power of different types of
explanatory data using 1) both land cover and elevation

[ Pacific Coast
[ Magdalena River Valley
River

Catica Valley
HAflantic Coast
Amazon and Eastern Plains

=

Altitude (meters)

information, 2) only elevation information, and 3) only
land cover information. To measure the value of dividing
the study area into more ecologically homogenous regions,
each of the regression procedures was then repeated, but
predictions for each municipality were generated by using
only data from the same ecologic zone. To assess similari-
ty in ecologic relationships between regions, predictive
models from each zone were also used to predict occur-
rence in all other zones. As the zones are independent, a
complete model that included all data from one zone was
used to predict the presence or absence in the other zones.

Predictions of presence or absence are often assessed by
comparing predictions and observations to measure sensi-
tivity (ability to correctly predict “true” positives), speci-
ficity (ability to predict true negatives), positive predictive
value (PPV; proportion of predicted positives that are truly
positive), negative predictive value (NPV; proportion of
predicted negatives that are truly negative) (35), and «x sta-
tistics (the proportion of observations that we would have
expected to be incorrectly predicted on the basis of chance,
but which are correctly predicted, i.e., a measure of the
additional “skill” of the model over chance).

Because the above procedure predicts a probability of
transmission between 0 and 1, a threshold probability must
be selected to convert these values into predictions of pres-
ence or absence. This selection influences the value of all
of the above measures, but this choice is arbitrary unless
other factors must be considered, such as differential costs
and benefits of identifying positive versus negative loca-
tions. We therefore followed a procedure previously used
in ecologic and veterinary mapping studies (36-38), and
more recently applied in human disease mapping (32), of
plotting sensitivity against (1-specificity) for all thresholds
between 0 and 1, to generate a receiver-operator curve. The
area under the receiver-operator curve (AUC) gives a sin-
gle comparable measure of overall model performance,

1m

Land Cover Class

5400 m

Figure 1. Distribution of A) ecoepidemologic zones, B) elevation, and C) vegetation types in Colombia.
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reflecting the proportion of occasions on which a random-
ly selected location with transmission has a predicted prob-
ability greater than that for a randomly selected location
without transmission. We also calculate sensitivity, speci-
ficity, PPV, NPV, and kappa across all thresholds, for both
the single model and the combination of the zonal models.
Finally, we assessed the ability of the model to predict
variation in incidence between disease-endemic munici-
palities by regressing the log-transformed values for inci-
dence against predictions of probability of transmission,
using values from the model that performed best in the
above tests.

Results

Epidemiologic Data

The reported incidence of ACL (undoubtedly an under-
estimate of true rates) has more than doubled from the
early 1980s to the late 1990s (Figure 2). Table 2 summa-
rizes reported ACL incidence in 1994, and the main para-
site and vector species, in each ecoepidemiologic region.
Despite very different ecologic characteristics and trans-
mission cycles, each zone has an approximately equal pro-
portion of municipalities reporting ACL transmission.

Figure 3 shows the geographic distribution of reported
ACL incidence, by municipality. Transmission is absent
from the highest elevations along the eastern and western
cordilleras of the Andes, presumably because of low tem-
peratures. Elsewhere, transmission is highly heteroge-
neous, with a small proportion of municipalities reporting
a high proportion of the total cases. For example, 50% of
the reported cases were from only 20 (1.9%) of all munic-
ipalities.

Leishmaniasis Variation, Colombia
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Figure 2. Incidence of American cutaneous leishmaniasis per rural
population reported in Colombia by year, 1980-2002 (data from
Ministerio de Salud, Colombia).

Environmental Predictions of ACL Transmission

Table 3 summarizes the performance of logistic regres-
sion models in predicting the geographic distribution of
municipalities with at least one reported case of ACL.
Perhaps the best measure of overall model performance is

Table 2. Reported incidence of ACL, Colombia, 1994, and major parasite and vector species, by ecoepidemiologic region®

Region Total Positive Median, range of incidence Principal vectors Principal parasite species
municipalities municipalities in positive municipalities
(% positive) (/100,000 rural pop.)
Amazon and Eastern Plains 105 42 (40) 62 (7-1,448) Leishmania carrerai, L. amazonensis,
L. umbratilis L. braziliensis,
L. guyanensis,
L. mexicana,
L. panamensis
Atlantic 152 50 (33) 57 (2-3,030) L. ovallesi L. panamensis
Cauca River Valley 248 56 (23) 29.5 (3-944) L. colombiana, L. braziliensis,
L. trapidoi, L. youngi L. panamensis
Magdalena River Valley 496 136 (27) 64.5 (4-6,662) L. gomezi, L. braziliensis,
L. hartmani, L. panamensis
L. longiflocosa,
L. ovallesi,
L. panamensis,
L. spinicrassa,
L. torvida
Pacific 77 25 (32) 117 (6-1,789) L. gomezi, L. trapidoi L. braziliensis,
L. mexicana,

L. panamensis

®ACL, American cutaneous leishmaniasis; pop., population.
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Table 3. Diagnostic statistics of predictive models for presence/absence of ACL transmission

Accuracy measures”

Type of model Predictors used AUC Maximum k  Sensitivity (%)  Specificity (%) PPV (%) NPV (%)
Single model for whole country Elevation 0.66 0.23 59.9 65.8 41.3 80.3
Land cover 0.70 0.28 53.4 75.7 46.9 80.2
All 0.72 0.34 55.3 79.3 51.8 81.6
Combination of zonal models Elevation 0.70 0.28 53.7 75.2 46.5 80.2
Land cover 0.82 0.46 67.0 80.6 58.1 85.9
All 0.84 0.54 62.8 89.1 69.8 85.6

®ACL, American cutaneous leishmaniasis; AUC, area under receiver-operator curve; PPV, positive predictive value; NPV, negative predictive value. Sensitivity,
specificity, PPV, and NPV are calculated at the probability threshold that gives the highest value of kappa.

®For all comparisons of observations against predictions, x>> 79.2, df =1, p < 0.0001. « values are given by (proportion correct — Proportion expected)/(1- proportion
expected), where proportion correct = (a + d)/n, and proportion expected = (a + b) x (a + ¢) + (c + d) x (b + d)/n®. a = true positive predictions, b = false positive, ¢ = false

negative, d = true negative, n = total.

the area under the receiver-operator curve. As a guide, val-
ues from 0.5 to 0.7 indicate a poor discriminative capacity,
0.7-0.9 indicate reasonable capacity, and >0.9 indicate a
very good capacity. A value of 0.5 is expected by chance
(39). « values vary with threshold, so only the maximum
value is quoted here. x values below 0.4 can be considered
to show poor agreement; 0.4-0.75, good agreement; and
above 0.75, excellent agreement (40). Values for the other
properties also depend on choice of probability threshold,
and those shown here correspond to the threshold that gives
the highest « (i.e., where the model has the greatest addition-
al predictive power, above that expected by chance alone).

Each modeling approach gives predictions that are sig-
nificantly better than chance. However, predictions based
on zonal division of the country are markedly more accu-
rate than those from a single analysis, demonstrating the
advantage of allowing the model to describe different rela-
tionships between environment and disease in different
ecologic regions. Within either single or zonal modeling
approaches, land-cover information from the preclassified
satellite images gives greater predictive power than eleva-
tion information alone. The most accurate predictions are
given by combining both elevation and land cover infor-
mation.

Figure 4 compares the accuracy of predictions from the
single model and the combination of the zonal models.
Figure 4A shows the receiver-operator curve. The
improved overall performance of the zonal model is indi-
cated by the curve more closely approaching the top left
corner, which represents both maximum sensitivity and
specificity. Figure 4B shows how the x statistic varies with
choice of threshold, and indicates that both models have
greater skill at intermediate probabilities, but that the zonal
model has greater skill over a wider range of probability
thresholds.

Figure 5 uses the predictions from the zonal model to
illustrate the effect that the choice of probability threshold
has on measures of model accuracy. Figure 5A shows the
clear trade-off between sensitivity and specificity: sensitiv-
ity is maximized by selecting low threshold values and
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specificity by selecting high threshold values. Similarly,
Figure 5B shows that PPV tends to be higher at greater
threshold values, and NPV tends to be higher at lower
thresholds, but that the relationship is nonlinear. No single
probability threshold optimizes all desirable properties of
the predictive model.

Table 4 shows the ability of models generated using
data from a single region to predict transmission within the
same zone or other zones. The high AUC values on the
diagonal confirm that the models are accurate in predicting
transmission within the same region. In comparison, they
are much less able to predict for ecologically dissimilar
zones. Models based on the larger regions (Cauca and

F

Observed Incidence
0
1-100
101 - 250

251 - 500
501 -1000
1001 - 2000
2001 - 4000
Above 4000

Y.

Figure 3. Geographic distribution of American cutaneous leishma-
niasis incidence by municipality, 1994
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Magdalena River Valley) have moderate predictive value
for other areas, while those based on smaller regions tend
to have poor predictive value and may generate worse pre-
dictions than those expected by chance (AUC <50%).

Generation of Risk Maps and Comparison
with Observed Data

The predictions from the zonal model were used to gen-
erate a risk map for probability of transmission occurring
in each municipality (Figure 6). The results shows a good
match with the observed distribution of transmission
(Figure 3). Figure 7 directly compares the two maps.
Municipalities were predicted as ACL-endemic or ACL-
nonendemic, using the combination of the zonal predic-
tions and applying the probability threshold that gives the
maximum value of x. False-negative predictions (i.e.,
municipalities where transmission was reported but not
predicted by the model) presumably reflect poor ability of
the model to describe the effect of local environmental
characteristics on transmission risk. False-positive predic-
tions (i.e., transmission was predicted but not reported)
may also indicate poor model fit, or alternatively, areas
where transmission is occurring but has not been reported.

Predictions of Variation in Incidence Rates

Regression of log-transformed incidence data in posi-
tive municipalities against predicted probability of disease
transmission showed a highly significant positive correla-
tion (In [incidence] = 3.43 + 1.51 x predicted probability,
F130s = 19.04, p < 0.001), indicating that the models also
have some value in predicting transmission intensity.
However, the regression explained only a small proportion
of the variance (6%), and did not describe the true range of
variation in incidence, whereas the fitted line gave predic-
tions of log incidence between 3.43 and 4.94 (correspon-
ding to incidence rates of 31 to 140 per 100,000 rural
population); observed incidence rates ranged between 2
and 6,662 per 100,000.

Discussion

During the last decade or so, multiple studies have
shown the utility of remote sensing and GIS analysis for
identifying the ecologic determinants of the distributions
of parasitic diseases, and thereby generating predictive
maps. For disease control programs to apply and act on
these techniques, however, the resulting predictive maps
should 1) give accurate predictions against independent
data, 2) be based on predictor data that are inexpensive and
easy to interpret, and 3) generate outputs that are directly
related to control decisions.

The modeling and validation procedure used here has
not previously been used in mapping vector-borne disease.
However, previous ecologic applications highlight several
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advantages over alternative methods, such as using the full
dataset for both model development and validation (which
overestimates predictive accuracy), or dividing the dataset
into independent “training” and validation sets (which
involves a subjective decision over division of data, and a
reduction in sample size) (34). Each prediction generated
here is based on the maximum sample of independent data
and reflects the process of attempting to predict the next
observation in an accurate and unbiased manner.
Application of this technique shows that readily avail-
able land cover maps, preclassified from NOAA-AVHRR
satellite data, can help accurately predict the presence or
absence of ACL transmission at the municipality level
across a large, ecologically and geographically diverse
country. These maps have a substantial advantage in that

A .

0.9 1 zonal models

08 v

07 4
06 A

05 - single model
04
0.3
0.2 4
01

Sensitivity

0 02 04 0.6 g} 1
B 1- specificity

0.6 zonal models

zingle model

0 02 04 086 08 1
Probability threshold

Figure 4. Performance of whole country model versus combination
of zonal models. A. Receiver operator curve. Black line, single
model for all Colombia (area under the curve [AUC] = 72.4%); gray
line, combination of zonal models (AUC = 84.4%). Diagonal line
indicates success expected on the basis of chance (AUC = 50%).
B. x value, representing skill at discriminating positive and nega-
tive municipalities, above the level expected on the basis of
chance. Black line, single model for all Colombia; gray line, com-
bination of zonal models. The probability threshold is the value on
the continuous scale of predicted probability of transmission that is
used as the cut-off for conversion into a categorical prediction of
presence versus absence.
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Figure 5. A. Sensitivity (solid line) and specificity (broken line)
across the range of threshold probabilities for predicting an
endemic municipality. B. Positive predictive value (solid line) and
negative predictive value (broken line) across the range of thresh-
old probabilities for predicting a positive municipality. The probabil-
ity threshold is the value on the continuous scale of predicted
probability of transmission that is used as the cut-off for conversion
into a categorical prediction of presence versus absence.

they can be easily manipulated and interpreted by persons
with basic GIS skills, ecologic knowledge, and computer
equipment, without requiring detailed technical knowledge
of the properties of satellite sensors or the reflectance
properties of different land-cover types.

As in other mapping studies of ecologically diverse
areas (31,32), the accuracy of model predictions is
improved when different statistical models are applied in
distinct areas. Although the zones used here are defined by
using general ecologic characteristics, future models could
potentially be further improved by defining zones based
specifically on the distribution of the principal sand fly
Vectors.

The remaining prediction errors are likely due to sever-
al factors. These include the spatial resolution of the
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AVHRR data and accuracy of classification into land cover
types, the procedure for grouping into larger classes, and
the slight difference between dates of collection of satellite
and disease data. The factors also include nonecologic
explanatory variables not captured in the model, such as
variation in human behavior and housing quality.
Alternatively, the errors may reflect limitations in the sur-
veillance system, such as unreliable diagnosis and notifica-
tion, or cases acquired in municipalities other than where
they were diagnosed and reported. The models generated
here are relatively poor at predicting the variation in trans-
mission intensity within positive municipalities. The rea-
sons for this are unclear; the characteristics captured in our
models may be useful in defining the minimum ecologic
conditions necessary for transmission, but other influences
such as the demographics, behavior, and herd immunity of
human and reservoir populations may exert a stronger
influence on incidence rates within these ecologically suit-
able areas.

The techniques used here have two main practical
applications. First, they allow simple hypotheses about the
major determinants of disease distributions to be tested.
For a country with a large range in altitude, elevation has
relatively poor predictive power compared to land cover.
Alternative elevation measures (such as minimum eleva-
tion, terrain roughness, average slope) might provide more
explanatory value. Because land cover is partly determined
by elevation, the various land-cover classes described here
do effectively integrate elevation data with other ecologic
influences, such as latitude, rainfall, and human influences
on the environment. Nevertheless, both types of data
improve predictive accuracy, and merit collection and
application in risk mapping.

The use of preclassified land-cover data facilitates bio-
logic interpretation and suggests what may happen with
specific future land use changes (e.g., the replacement of
forest with common crops). The analysis could be further
developed by updating with more recent land-cover infor-
mation, by applying species-specific information on the
relationship between vectors and vegetation in order to
refine the grouping of land-cover classes, and by investi-
gating whether particular land-cover types are associated
not only with incidence but also with the level of perido-
mestic transmission, as indicated by relative infection
rates in children versus adults, or by the abundance of
sand fly vectors with known domestic behavior. Our
approach can also serve as a “first-cut” to identify areas of
particular interest (either high transmission risk or with
specific ecologic associations) that could be further inves-
tigated by using satellite imagery with greater spatial res-
olution (19).

The second practical application of these datasets and
analyses is for generating predictive maps that can be used
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Table 4. Accuracy measurement (area under the curve) for models generated using data from one region, assessed within the same

region, and in other regions

Model region

Amazon and Eastern Cauca River Magdalena River
Assessment region Plains (%) Atlantic (%) Valley (%) Valley (%) Pacific (%)
Amazon and Eastern Plains 83.4° 46.6 52.2 54.7 52.2
Atlantic 45.8 85.2¢ 57.9 56.1 48.2
Cauca River Valley 56.3 51.7 82.2° 60.2° 50.3
Magdalena River Valley 66.2° 56.7 67.7¢ 82.7% 52.2
Pacific 59.2 54.5 67.0° 70.9° 93.6°
%p < 0.0001, for fit of predictions against observations.
°p <0.01
°p < 0.05

to target resources (e.g., drugs or insecticide spraying
activity) between municipalities when notification data are
incomplete or unreliable. No risk map is 100% accurate,
and a range of statistics are available for assessing model
quality. AUC is an appropriate measure for comparing the
overall performance of different models. However, com-
parisons should ideally be made in relation to a specific
control decision and with a priori knowledge of the partic-
ular characteristics that the control program is attempting
to optimize. For example, sensitivity indicates the proba-
bility of correctly identifying a disease-endemic munici-
pality. If sensitivity is low, many communities at high risk
will not receive the resources they require. In contrast,

PPV measures the probability that a community, which we
predict to have high risk, is truly at high risk. If PPV is low,
a risk map could lead to a waste of resources and unneces-
sary environmental or health damage as the result of insec-
ticide spraying. Therefore, the final assessment of the
utility of a risk map requires a full analysis of the relative
economic costs and health benefits of decisions made
based on its predictions.

An apparent paradox exists in that predictive mapping
attempts to estimate disease risk in areas with poor or miss-
ing data, yet all mapping studies ultimately rely on the qual-
ity of the underlying data. More and higher quality data

Predicted Probability

~—  Not Predicted
0.00 - 0.20
0.21-0.40
0.41 - 0.60

Bl 0.61-080
Bl 081-1.00

Figure 6. Predicted risk map for probability of transmission, based
on the combination of the regional models.
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Figure 7. Agreement between predictions and observations. Light
blue, correct positive prediction; light red, correct negative; dark
blue, false positive; dark red, false negative.
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should lead to improved hypothesis testing and predictions,
yet as the quantity and quality of the reporting data
improve, predictions are needed less. Predictive modeling
and data collection may therefore be most productive when
used as complementary iterative processes, with models
highlighting where new data collection is most important,
and surveillance data are continually improving the models.
In this process, errors are more informative than correct
predictions. In our example, prediction errors indicate
either sites where transmission occurs but is not predicted
(suggesting different ecologic relationships requiring fur-
ther research) or sites where transmission is predicted but
not observed (possibly representing under-reporting, and
therefore priority areas when revising surveillance sys-
tems). Predictive mapping is not a replacement for ecolog-
ic fieldwork and reliable reporting systems but can be a
useful tool for directing each of these fundamental activi-
ties and extracting maximum value from them.
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Epidemiologic Determinants
for Modeling Pneumonic
Plague Outbreaks

Raymond Gani* and Steve Leach*

Pneumonic plague poses a potentially increasing risk
to humans in plague nonendemic regions either as a con-
sequence of an aerosolized release or through importation
of the disease. Pneumonic plague is person-to-person
transmissible. We provide a quantitative assessment of
transmissibility based on past outbreaks that shows that
the average number of secondary cases per primary case
(Ry) was 1.3 (variance = 3.1), assuming a geometric prob-
ability distribution, prior to outbreak control measures. We
also show that the latent and infectious periods can be
approximated by using lognormal distributions with means
(SD) of 4.3 (1.8) and 2.5 (1.2) days. Based on this param-
eter estimation, we construct a Markov-chain epidemic
model to demonstrate the potential impact of delays in
implementing outbreak control measures and increasing
numbers of index cases on the incidence of cases in simu-
lated outbreaks.

Yersinia pestis causes an enzootic vector-borne disease
infecting rodents and fleas; humans can also become
infected when exposed to zoonotic reservoirs. Infection in
humans usually occurs in the form of bubonic plague when
fleas that have previously fed on plague-infected rodents
bite them. Secondary pneumonic plague may then occur if
infection spreads to the lungs. Persons with secondary
pneumonic plague become infectious and can transmit the
disease to other persons by the respiratory route, causing
primary pneumonic plague (1,2). Primary pneumonic
plague is also person-to-person transmissible and can sus-
tain cycles of human transmission independent of flea and
rodent vectors. Bubonic plague can usually be treated suc-
cessfully with antibmicrobials; however, secondary pneu-
monic plague and primary pneumonic plague require
prompt antimicrobial treatment. Symptoms develop rapid-
ly and are usually fatal (1,3,4). The recent discovery of
antibiotic-resistant strains of Y. pestis (5) poses potential
new concerns for therapeutic and prophylactic treatments
during outbreaks.

*The Health Protection Agency, Porton Down, United Kingdom
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The risk of importing Y. pestis to nonendemic regions
may have increased over recent years. The worldwide
extent of plague endemic-areas and the global incidence of
reported disease have both increased (6), as have the vol-
ume and rapidity of national and international trade and
travel. These factors raise the likelihood of importation
either through travelers incubating plague (as occurred in
New York 2002 [7]), or through importation of infected
vectors, such as fleas or rats. Imported vectors then have
the potential to initiate outbreaks of pneumonic plague.

Plague is also recognized as a potential weapon for
bioterrorists (3,8-11) and has been used, or considered for
use, as a bhiologic weapon in the past. From the 14th to the
18th century in Europe, attempts were made to spread
plague in besieged cities by catapulting plague victims over
the walls (12). During the 1930s, the Japanese military
attempted to spread plague in China by dropping plague-
infected fleas from aircraft (12). As late as the 1990s, the
Union of Soviet Socialist Republics was developing plague
as an aerosol agent to cause primary pneumonic plague in
target populations (9). Recent training exercises in the
United States have been conducted to test the abilities of
healthcare systems to cope with large-scale aerosolized
releases of Y. pestis into urban populations (13,14).

Given that primary pneumonic plague is transmissible
person-to-person and outbreaks could occur as a conse-
quence of importation or bioterrorism, it is essential to
develop quantitative assessments of the transmissibility
and kinetics of the disease that are as robust as possible to
aid public health planning, including training exercises
such as those referred to above. Without preparation, inap-
propriate responses such as those seen during the suspect-
ed outbreak of plague in Surat, India (1994), are inevitable;
the tourist industry suffered, exports were affected, and
excessive demands were placed upon healthcare systems.
The losses in this case have been estimated to run into bil-
lions of U.S. dollars (15).

While there has been much discussion concerning the
transmissibility of primary pneumonic plague, no quantita-
tive estimates could be found in published literature. The
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qualitative assessments that were found varied consider-
ably: some reports suggest that primary pneumonic plague
is highly transmissible and infectious (1,16-19), while oth-
ers suggest that it is not (20,21) or that intimate contact
between persons is required for transmission (22,23).

Using mathematical models based on historic data, we
quantitatively assess the transmissibility and potential
health effects of primary pneumonic plague outbreaks
under a range of assumptions. In this initial analysis, we
consider only the immediate health effects due to primary
pneumonic plague and not the possible long-term effects
due to potentially establishing the pathogen in rodent
reservoirs and subsequent risks for bubonic plague. Based
on available epidemiologic evidence, the modeling
assumes that persons, once infected, experience a non-
symptomatic latent period followed by a symptomatic
infectious period during which they can transmit primary
pneumonic plague to other persons. Thereafter, if infected
persons are untreated they will die. The reported case-
fatality rate is close to 100% (1,3,4).

To estimate the duration of the latent period and the
infectious period, and the probability of transmission of
primary pneumonic plague, data describing cases and
transmission events were sought from well-documented
outbreaks. Reports of sufficiently well-documented out-
breaks were rare, and each of the outbreaks resulted in rel-
atively small numbers of new cases of primary pneumonic
plague. Since therapy may affect the duration of individual
latent periods and infectious periods, only the data in
reports from person who had not received therapy was
used in this analysis for latent periods (24-29), and for
infectious periods (24,25,27,28). Lognormal distributions
were fitted to these data by maximizing the log-likelihood
function. In subsequent modeling, the duration of individ-
ual latent periods and infectious periods could then be
taken from the fitted lognormal distributions in Figure 1
with means (SD) of 4.3 (1.8) and 2.5 (1.2) days.

To estimate the transmission rate of primary pneumon-
ic plague, only those transmission events from reports
where the infecting persons could be unambiguously iden-
tified and where the infections had occurred before public

Pneumonic Plague Outbreaks
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Figure 1A. Frequency distribution for the latent period with a fitted
lognormal distribution (n = 224); B. frequency distribution of the
length of the infectious period with a fitted lognormal distribution (n
= 225).

health intervention were included in the analysis. The
average number of infections generated by each infected
person was then determined for each of the outbreaks doc-
umented in the Table, which varied from 0.8 to 3.0 (this
variation most likely reflects the stochasticity that is inher-
ent in very small outbreaks—see also discussion below).
To obtain a stronger and more generalized estimate of
transmissibility across all of the outbreaks, probability
density functions (e.g., Poisson, geometric), were fitted to
these data by maximizing the log-likelihood function for
the probability and frequency of individual transmission
events aggregated across the datasets. The geometric dis-
tribution gave the best fit to the data (f(x) = p(1-p)*, where
X = no. secondary cases per primary case, f(x) = frequency
and p = 0.43), and predicted an average of 1.3 secondary

Table. Documented outbreaks of primary pneumonic plague (PP) from which transmission data were derived

Total of PP cases in

No. of PP cases before

Transmission events  Average no. of secondary transmissions

Y and location outbreak® intervention® prior to interventions per primary transmission
Seattle, USA, 1907 (30) 5 5 4 0.8
Oakland, USA, 1919 (24) 13 6 12 2.0
Ecuador, 1939 (23) 18 4 6 15
Mukden, China, 1946 (25) 39 9 8 0.9
Rangoon, 1946 (31) 16 11 22 2.0
NW Madagascar, 1957 (32) 42 35 39 11
Zambia, 1993 (33) 3 3 2 0.7
Madagascar, 1997 (26) 18 1 3 3.0

2Includes index case.
®Only includes cases in which the infecting person could be identified.
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cases per primary case (R,) with variance of 3.1. This pro-
vides a probability density function (Figure 2) which was
used in subsequent modeling to calculate the expected
number of secondary cases per primary case for each per-
son infected with primary pneumonic plague.
Documented 20th century outbreaks of primary pneu-
monic plague were often rapidly contained once they came
to the attention of public health authorities (Figure 3).
Even in the pre-antimicrobial era when outbreaks were not
specifically identified as plague (e.g., the outbreak in
Oakland in 1919 [24] that was thought to be a deadly form
of influenza), the isolation of ill persons and observation
and isolation of contacts were sufficient to rapidly control
the outbreak. Contact tracing and isolation tended to be
immediately effective because patients were infectious for
only a short time, were very ill and unlikely to go out into

05 1
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OPredictions

(=]
w
L

o
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"

Frequency

o
-
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No, of secondary cases perprimary case

Figure 2. Frequency distributions for the number of secondary

cases per primary case of primary pneumonic plague.

Observations from outbreaks in Table are in black and the fitted

geometric distribution in gray.
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Figure 3. Epidemic curves for outbreaks in Table and from the
model. The curves plot cumulative cases at time of onset. Day 0 is
the time of onset of index case, the circles represent the times at
which disease control measures begin, those without circles
ended without public health interventions. Dotted lines indicate
missing data. The thicker black line represents the upper 95th per-
centile from the epidemic model, which rises roughly exponential-
ly to a value of 256 by day 35.
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the community, and any subsequent infections tended to be
in those already caring for the patient (Figure 4). Very
rarely were there cases where a prior infectious contact
could not be identified. In addition, modern antimicrobial
prophylaxis, when given in the incubation period, is close
to 100% effective for pneumonic plague, greatly reducing
any prospects of transmission from infected, but not yet
symptomatic, persons (3,22,26,34,35). The subsequent
modeling therefore assumes that once an outbreak has
been identified, further transmission will be stopped. It is
further assumed that a cumulative number of deaths are
likely to have occurred before an outbreak comes to the
attention of public health authorities and appropriate inter-
ventions are put in place, denoted D,

A simple Markov-chain model was used to model dis-
ease outbreaks such that an individual i would have a latent
period of L; and an infectious period of I;, where L; and I
were random deviates selected from the appropriate prob-
ability density functions in Figure 1. The individual i
would then infect T; susceptible persons, where T; was a
random deviate selected from the geometric probability
density function described in Figure 2. As a simplifying
assumption, new infections were assumed to occur within
1 day of i becoming infectious, as new infections were
usually in close personal caregivers, few in number, and
the symptomatic period of short duration. The upper 95th

A .,
O Medical professional (14%)
o Family/ friend (81%)
m Not known (39%)

m Other (1%)

= Home (46%)

O Visiting (34%)

oMedical care facility (15%)
mMNot known (5%)

m Cther (19%)

Figure 4. Distributions for the contexts of the transmission events
for PPP by (A) type of contact with infectious individual (n = 91),
and (B) location of infectious contact when infected (n = 86). Data
aggregated from multiple sources (23-26,30-33), where these
data were specified).
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Figure 5. Frequency distributions for (A) the expected number of
cases at the end of outbreaks, and (B) the expected lengths of out-
breaks when different numbers of deaths are required to trigger
public health interventions. The values in the square brackets refer
to the value at the upper 95 percentile value. For a larger repro-
duction of this figure, please see www.cdc.gov/ncidod/EID/
v0l10n04/03-0509-G5.htm

percentile from the multiple iterations of the model with no
interventions applied is shown in Figure 3, along with the
epidemic curves for each of the outbreaks listed in the
Table. From the timings of the public health interventions
that are shown in Figure 3, it is clear, with the exception of
Mukden, 1946 (25), that the control measures were very
effective in controlling all outbreaks; any subsequent cases
occurred only as a result of infections incurred before the
initiation of the control measures.

After the introduction of latent infections into a com-
munity, infectious symptomatic cases will begin to appear
over time. By the time an outbreak has been detected, there
will potentially be a number of infectious persons in the
community that can be estimated by using the modeling
procedure described above. This number is critical in esti-
mating the likely scale of response that might be required
by public health authorities, giving a guide not only to the
number of infectious people in the community at that
point, but also an index for further onward transmission
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should responses be delayed. The model was thus used to
numerically estimate a function, given by equation 1, that
estimates the average number of infectious persons in the
community with the potential to infect others, I(t), at dif-
ferent times, t, following the initial introduction of differ-
ent numbers of infections (N,) into the population and
prior to control measures being applied (i.e., prior to D,
deaths having occurred).

I(t) = aNebt (equation 1)

where o = 0.3841 (SE = 0.00078) and B = 0.0734 (SE =
0.00005) for t > 5 days. The derived relationship does not
hold well for t < 5 days because of the delay until the onset
of illness in the first cases. In addition, it may not hold for
larger values of N, and t where nonlinear mixing patterns
and depletion of susceptibles are likely to have an increas-
ingly large effect on I(t). A different modeling strategy
would probably be required to estimate the potential extent
of outbreaks for much larger numbers of initial index cases,
but such events are likely to be much less probable.
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Figure 7. Variation in the expected number of cases at the end of an outbreak when N,, D,, and R, are varied across multiple iterations
(n = 27,000) of the model (red denotes R, = 0.96, green denotes R, = 1.3, and black denotes R, = 2.3). (N.B. Note scale changes).

The transmission rate derived here for primary pneu-
monic plague is relatively low compared to many other
communicable diseases (36), and in 43% of the simulated
outbreaks initiated by one index case, no transmission
occurred. However, the rapid onset of the infectious peri-
od (Figure 1) and the high variance associated with the
transmission rate means that if control measures are not
promptly and efficiently applied, in some instances much
larger outbreaks could occur. For example, for those simu-
lated outbreaks that did “take-off”, large numbers of cases
could result before interventions halted further transmis-
sion (Figure 5). Small changes in D, considerably
increased the probability of larger numbers of total expect-
ed cases (Figure 5A) and extended the lengths of outbreaks
(Figure 5B).

Where N, is large (e.g., following an efficient
aerosolized release of Y. pestis), the dynamics associated
with outbreaks will be considerably different than when N,
is small for 2 key reasons. The first reason is that for large
N, the probability of transmission is more likely so that
natural epidemic die-off will be a less likely event. The sec-
ond is that outbreak detection will occur more rapidly as it
may not be necessary for multiple generations to have
occurred before D, is reached. Thus, the changes in total
numbers of cases per outbreak due to the variation in D, are
relatively smaller when N, is higher (c.f. Figures 5 and 6,
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and panels in Figure 7) because the difference in the time to
D, occurring become less as N, increases. Thus, for higher
Ny, D, becomes a less significant factor in determining the
total number of cases per outbreak. However, for large N,
other factors are likely to impact on the control measures,
such as limitations in the capacity of healthcare facilities
and antimicrobial prophylaxis to cope with large numbers
of cases. For large N, and larger ensuing outbreaks that
might exceed response capacities, the assumption in the
modeling here that transmission would be reduced effec-
tively to zero following outbreak detection would have to
be reconsidered in the light of resource constraints.
Reducing the average number of secondary cases per
primary cases below one is a key step in controlling out-
breaks, as this means that the number of new cases
declines in successive generations of infection. Since the
value of R, for primary pneumonic plague is already close
to one, the control of potential outbreaks in most cases
should be relatively straightforward and undemanding,
especially if started by relatively few initial index case-
patients. However, given that the upper and lower 95%
confidence limits for the estimate of R, (based on the sig-
nificance of the y2-values derived from minimizing the
log-likelihood function) are 2.3 (variance = 7.8) and 0.96
(variance = 1.9), outbreaks with higher values of R, in this
range could result with greater probability in considerably
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large outbreaks that would be increasingly difficult to con-
trol unless measures were implemented quickly and effi-
ciently (Figure 7).

The fact that the estimated R, is close to one reflects the
frequent qualitative observation (23-26,30-31,33) that
those infected tend to be those directly caring for ill per-
sons either at home or in a healthcare setting (Figure 4).
Given the close contact that was required for transmission
and that transmission actually occurred relatively infre-
quently, the predominating issue determining the variabil-
ity of transmission between outbreaks is likely to have
been stochasticity. This assertion is supported by the
results of the simulations, which demonstrate a range of
potential sizes and lengths for outbreaks even for individ-
ual mean R, values (Figures 5 and 7). Although cultural
and other factors, such as social and healthcare structures,
may well have been different across the outbreaks that
have been analyzed, in most cases these factors probably
had a relatively minor impact. Although the transmission
rate of primary pneumonic plague appears to have been
consistently low across these better documented outbreaks,
stochastic effects could still generate significant outbreaks
by chance (Figures 5 and 7), which coupled with the rapid
kinetics of the infection means that such outbreaks could
also develop rapidly. In the sensitivity analysis here, how-
ever, even such larger outbreaks rarely exceeded more than
a hundred cases, even for the higher estimates of R, N,
and D,. Of course, this assumes relatively small numbers
of initial index cases (~N, < 10), relatively sensitive out-
break detection systems (~D, < 10), and prompt and effi-
cient public health interventions (transmission tends to
zero immediately following outbreak detection). Thus, the
key element in the control of smaller outbreaks of primary
pneumonic plague would be the acuity of disease surveil-
lance systems and quick detection of outbreaks, the effi-
ciency of which might depend significantly on the number
of persons initially infected.
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Dengue Spatial and Temporal
Patterns, French Guiana, 2001

Annelise Tran,* Xavier Deparis,T Philippe Dussart,t Jacques Morvan,t Patrick Rabarison,¥
Franck Remy,t Laurent Polidori,* and Jacques Gardont

To study a 2001 dengue fever outbreak in Iracoubo,
French Guiana, we recorded the location of all patients’
homes and the date when symptoms were first observed. A
geographic information system (GIS) was used to integrate
the patient-related information. The Knox test, a classic
space-time analysis technique, was used to detect spa-
tiotemporal clustering. Analysis of the relative-risk (RR)
variations when space and time distances vary, highlighted
the maximum space and time extent of a dengue transmis-
sion focus. The results show that heterogeneity in the RR
variations in space and time corresponds to known ento-
mologic and epidemiologic factors, such as the mosquito
feeding cycle and host-seeking behavior. This finding
demonstrates the relevance and potential of the use of GIS
and spatial statistics for elaborating a dengue fever surveil-
lance strategy.

hile investigating the spatial patterning of health
events and disease outcomes has a long history (1),

the development of geographic information systems (GIS)
has recently enabled epidemiologists to include a spatial
component in epidemiologic studies more easily. GIS are
computer systems that allow the collection, storage, inte-
gration, analysis, and display of spatially referenced data.
In the field of health, GIS have been widely used for dis-
ease mapping of different pathologies, in analysis of space
and space-time distributions of disease data (2-5), in iden-
tifying risk factors (6-8), and in mapping risk areas (9). In
most studies, each patient or person exposed to a disease is
located at the residential address, and these locations are
integrated into a GIS for mapping and analysis. Because
GIS allows epidemiologists to map environmental factors
associated with disease vectors, it has become especially
relevant for the surveillance of infectious and vector-borne
diseases such as malaria (3,8,10) or Lyme disease (11-13).
In particular, GIS and spatial statistics should be useful
for surveillance of dengue fever (DF), an arboviral disease

*Institut de Recherche pour le Développement Guyane, Cayenne,
Guyane; flnstitut Pasteur de la Guyane, Cayenne, Guyane; and
fCentre Hospitalier de Cayenne,Cayenne, Guyane
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transmitted to humans by mosquitoes of the Aedes genus
(14). Indeed, because no vaccine or specific treatment is
available, the only solution to prevent the disease is vector
control strategy. This control strategy requires that risk
areas and risk periods be identified. Several studies, some
in which GIS was used, have been conducted to identify the
mechanisms of the spread of dengue viruses in a communi-
ty and to improve prevention strategies (4,15-17). The
existence of case-clusters inside the same house has often
been described (4,15,16,18-24). Moreover, by a space-time
analysis of reported dengue cases in Puerto Rico, Morrison
et al. have shown the apparent clustering of cases at short
distances over brief periods of time (4). Nevertheless, lim-
its of this cluster have not been calculated.

To better understand the transmission dynamics of
dengue, we used a GIS to describe the spread of dengue
viruses in a small locality. Data were obtained from a
recent dengue fever outbreak in Iracoubo, a small town
located in French Guiana, an overseas French administra-
tive unit between Suriname and North Brazil.

In French Guiana, DF is recognized as endemic, with
dengue epidemics occurring since 1965 at 4- to 6-year
intervals (25). The four dengue virus serotypes (DEN-1,
DEN-2, DEN-4, and more recently DEN-3) have been iso-
lated. The mosquito Aedes aegypti is the only known
dengue vector in French Guiana. We report the investiga-
tion of space-time patterns of confirmed laboratory-posi-
tive and suspected cases; evaluate the efficiency of using
GIS technologies in a dengue prevention program, and
propose a surveillance strategy.

Materials and Methods

Study Site and Population

Iracoubo is a small rural municipality located on the
coastal plain of French Guiana with a population of 1,428
inhabitants (26), most of whom live in the main town or in
the Bellevue village, located 5 km from the main town
(Figure 1). Housing areas are surrounded by rain forest,
mangrove forest, and coastal wetlands.
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Figure 1. Iracoubo, French Guiana (Landsat TM imagery).
Housing areas (pink) are surrounded by coastal wetlands
(orange), rain forest and mangrove forests (green areas). Ocean
and rivers are in blue.

Patients

All patients who visited the healthcare center of
Iracoubo with a temperature of >38.5°C, arthralgia,
headache, or myalgia, were suspected of having DF. Blood
samples were taken for evaluation of probable and con-
firmed DF cases. The terms suspected, probable, and con-
firmed cases of DF were used according to the definitions
adopted by the Council of State and Territorial
Epidemiologists and the Centers for Disease Control and
Prevention (CDC), Atlanta, Georgia (27). A suspected case
is defined as an illness in a patient whose serum was sent
to National Reference Centre for Arboviruses (Institut
Pasteur de la Guyane, Cayenne, French Guiana) for the
diagnosis of DF. A probable case was an illness in a person
that is clinically compatible with dengue, combined with
supportive serologic test results (a single convalescent-
phase serum specimen containing dengue virus
immunoglobulin [Ig] M antibody, or a dengue virus IgG
antibody titer of >1,280 by hemagglutination inhibition
assay [HI]). A confirmed case was defined as having any
of the following criteria: isolation of dengue virus from
serum, demonstration of a dengue virus cDNA fragment
by amplification (reverse transcription—polymerase chain
reaction [RT-PCR]) from a serum sample, IgM antibody
seroconversion, or a fourfold or greater increase in recip-
rocal titers of 1gG antibody to one or more dengue virus
antigens in paired serum samples.

During a dengue epidemic in a disease-endemic area
such as French Guiana, the predictive positive value for a
probable dengue case to be a confirmed case is very high
(24). For this reason, we decided to include the probable
dengue cases in the group of confirmed cases. Thus, we
use the term confirmed case for both probable and con-
firmed dengue cases, and the term suspected case for all
reported cases during the epidemic.

Laboratory Diagnosis
All tests were performed at the Institut Pasteur de la
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Guyane, National Reference Centre for Arboviruses
(Cayenne, French Guiana).

Serologic Tests

Two techniques were used to detect antibodies to
dengue viruses. The first was detection of IgM dengue
virus antibodies by using an IgM capture enzyme-linked
immunosorbent assay (MAC-ELISA) with a tetravalent
dengue virus antigen. The procedure was modified from a
previously described method (28).

HI was also used. HI titers were determined by using
the method of Clarke and Casals (29) that was adapted to
a microtechnique. Antibody responses to dengue virus
were interpreted according to the World Health
Organization criteria (30).

Virus Isolation and Identification

Acute-phase serum samples from febrile patients (<4
days after the onset of fever) were diluted 10-fold in
Leibowitz medium containing 3% fetal calf serum, and
dilutions were injected into subconfluent AP 61 cell cul-
tures as previously described (31). After 7 days of culture,
cells were harvested, and dengue viruses were identified
according to serotype by an indirect immunofluorescence
assay (IFA) with monoclonal antibodies specific to DEN-1,
-2, -3, and -4 viruses (provided by CDC, Fort Collins, CO).

Detection of Dengue Viruses

by Using RT-PCR Analysis

Viral RNA was extracted from a 50-uL aliquot of acute-
phase serum with TRIzol (Invitrogen Life Technologies,
Paisley, Refrewshire, UK), according to the manufactur-
er’s recommendations and precipitated with isopropanol
and 1 uL of glycogen (5 ng/uL) (Roche Diagnostics,
Mannheim, Germany). Air-dried RNA pellets were sus-
pended in 20 uL of water. Then, 5 uL of RNA were mixed
with 200 ng of random hexamer primers, and first-strand
cDNA synthesis was performed with the SuperScript First-
Strand Synthesis System for RT-PCR (Invitrogen Life
Technologies), according to the manufacturer’s recom-
mendations. The first run of RT-PCR analysis and subse-
quent seminested PCR analysis were performed following
a previously described procedure (32).

Cases Georeferencing

For all suspected dengue patients, patient’s home was
recorded with a cadastral map (paper copy, scale 1/1,000).
Georeferenced aerial photographs were used to improve
the identification and the location. The geographic coordi-
nates were integrated into a GIS (Geoconcept software)
(33), with the following information about the patient:
identification number, date of onset of symptoms, age, sex,
diagnosis.
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Spatial and Temporal Patterns Analysis

Assuming that DF spread within a community leads to
the creation of transmission focus, the distance between
neighboring housing would be an important factor in the
spatial extension of these foci. We used the GIS and
geocoded aerial photographs to locate all houses and to
calculate the mean distance between neighboring houses
(Geoconcept software) (33).

We used the Knox (34) test to identify possible space-
time interactions, i.e., to determine whether cases which
are close in distance will also be close in time. This method
evaluates whether the number of pairs of cases found at a
fixed temporal and spatial distances is substantially differ-
ent from the number of pairs of cases expected at these dis-
tances by chance, when the times of occurrence of cases
are randomly distributed across the case locations.

The ratio between real number of pairs of cases found
at the space-distance s (in meters) and the time-distance t
(in days) and the number of pairs of cases found at these
distances by chance could be considered as the RR of
occurrence of another dengue case, t days later and s
meters away from the first case of dengue.

The Knox test was first computed for the population of
patients with confirmed cases and for the population of
those with suspected cases. Results were calculated for
time distances varying from 1 to 200 days (duration of the
epidemic) by 1-day step and spatial distances varying from
5 t0 6,500 m (step: 5 m). An “RR map” was then obtained
by interpolating the significant values (p = 0.05) (Surfer
software) (35).

The final result is a representation of the RR, when
space-distance and time-distance from a hypothetical
dengue patient vary. The correlation between RR values
derived from the confirmed cases and those derived from
the suspected cases was evaluated.

Results

Serologic Tests

In Iracoubo center and Bellevue, 161 patients with sus-
pected dengue cases were reported between April and
November 2001, which corresponds to 11.3% of the popu-
lation. Blood samples from 57 patients were analyzed in
the National Reference Center for Arboviruses,
Arbovirology Laboratory of the Pasteur Institute of French
Guiana. Among the 57 patients, 32 cases of DF were con-
firmed (56.1%). A total of 25 suspected cases were not
confirmed; among them 4 cases were indeterminate and 21
were negative (Table). Virus isolation results show that the
majority of confirmed cases were caused by DEN-3
(90%).
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Table. Serologic analysis results

Cases Iracoubo center Bellevue Total
Reported 93 69 162
Analyzed 34 23 57
Laboratory-negative 14 7 21
Indeterminate 1 3 4
Laboratory-positive 19 13 32
Confirmed 14 8 228
Probable 5 5 10

19 DEN-3; 2 DEN-1, 1 seroconversion.

Epidemic Description

The first suspected dengue case was reported on April
10 but samples were not analyzed. The first confirmed
dengue case occurred on April 22. Then, the epidemic
spread rapidly through the community (Figure 2), with a
temporal lag between cases occurring in lracoubo center
and those occurring in Bellevue (Figure 3). Indeed, 100%
of the confirmed cases in Iracoubo center occurred
between April and July, whereas 76.9% of confirmed cases
in Bellevue occurred in October and November. The first
glimpse of the spatial distribution of confirmed and sus-
pected cases shows the existence of apparent spatial clus-
ters (more than 2 confirmed cases or 3 suspected cases in
the same neighborhood) (Figure 2).

Spatial-Temporal Patterns Analysis

We considered 406 buildings in the calculation. The
mean distance between adjacent houses was 24.6 m for the
whole municipality, including means of 22.6 m for
Iracoubo center and 29.6 m for Bellevue.

A first analysis of the RR variations when space and
time distances vary over all the epidemic’s extent high-
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Figure 2. Maps showing locations of dengue patients in Iracoubo
center (weeks 3, 6, 9, 12), showing locations of confirmed (red)
and suspected (blue) dengue fever patients. Black circles corre-
spond to spatial clusters, that is, neighborhoods where more than
two confirmed cases or three suspected cases occurred.

617



RESEARCH

Figure 3. Number of confirmed dengue fever
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lights a main risk area, with RR > 1 (p < 0.001) (Figure 4).
This area corresponds to a substantial increase in the theo-
retical risk of the occurrence of another dengue case. This
area is active inside the boundaries of 400 m and 40 days.

A more detailed analysis of this risk area shows a strong
heterogeneity: an area is very high risk (RR > 5) at short
distances (15 m) and over brief periods (6 days). Beyond
these space-time limits, the RR rapidly decreases (Figure
5). Moreover, particular patterns are observed, like a tem-
poral periodicity, with peaks of risk every 3 days (Figure
6A). Spatial breaks seem to appear at the approximate dis-
tances 20-25 m, 45-50 m, and 80-85 m (Figures 5 and
6A), showing three different risk levels (Figure 5).

A strong concordance exists between the results
obtained by using the dengue laboratory-positive cases and
those obtained by using all suspected cases: the space and
time boundaries are roughly the same (Figure 6B).
Although the RR values are different for the same space
and time distances, they are correlated with a high correla-
tion coefficient (r = 0.93; p < 0.05).

Discussion

To study the dynamics of a DF outbreak in the small
municipality of lracoubo during 2001, we located all
patients in space by determining their home address and in
time by obtaining the date of onset of symptoms. Although
the definition of time-location is obvious, the definition of
space-location can be questioned. Indeed, using this factor
implies that patients have contracted the disease at home,
which is a strong hypothesis. This hypothesis is based on
practical constraints (since the residential address is the
easiest way to implement a location criterion), and on the
results of several studies confirming that dengue risk expo-
sure is more important at home because female Aedes
aegypti mosquitoes are endophilic and take their blood
meal during the day with often a peak in the early morning
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and in the evening (36), and even sometimes during the
night (37,38).

The difficulty of locating each patient’s home has to be
pointed out, however. Previous studies had to face the
major problem of locating each address and verifying it in
the field, which requires a substantial time investment (4).
For our study in Iracoubo, the relatively small group of
patients was easily and quickly located by using maps and

500

Relative risk

Spatial distance (meters)

0o 10
Time distance (days)

20 3 40 S50 60

Figure 4. Global representation of the relative-risk (RR) calculated
from the confirmed cases data, when space-distance and time-dis-
tance from a first theoretical dengue case vary respectively from 0
to 500 m and from 0O to 60 days. Color indicates RR values greater
than one (p < 0.001). High RR values are in red.
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Figure 5. Three-dimensional representation of the main risk area
for dengue fever (within 100 m and 30 days’ boundaries) derived
from data on confirmed cases.

aerial photographs. Nevertheless, in the context of an oper-
ational dengue surveillance system deployment, our alter-
native to address georeferencing is not adapted. Therefore,
an original interactive software for georeferencing cases
by using aerial photographs and maps, during the consul-
tation by the physician or in healthcare centers, was imple-
mented in French Guiana (DOC_teur Software) (39). This
could be an alternative solution for the problem of georef-
erencing cases, provided that healthcare centers have com-
puter capabilities.

An initial interpretation of the spatial dengue distribu-
tion shows that all areas of the municipality were rapidly
affected by the disease. Moreover, the distribution high-
lights spatial case-clusters inside individual houses and in
the nearby neighborhoods of case-patients (Figure 2). One
of the aims of the spatial and temporal patterns analysis
was to clarify this qualitative interpretation.

Our study on space-time patterning led us to map in
space and time the RR for DF within a particular space-
time window from the first hypothetical suspected case.
This RR index map allowed us to determine the boundaries
in space and time of the maximum dengue transmission
focus extent (400 m, 40 days) and to identify a very high-
risk area at a short distance (15 m) over a short period (6
days). These results confirm the focal nature of DF as
reported in the literature, and, above all, fix quantitative
values for the transmission focus limits.

Moreover, the strong heterogeneity apparent in the RR
index map (Figure 6) is coherent with known entomologic
and epidemiologic factors. Indeed, the marked 3 days peri-
odicity is consistent with the length of the gonotrophic
cycle of the female Ae. aegypti mosquito (36). After being
fed and achieving extrinsic incubation, a mosquito bite
would be infectious and lead to a human dengue case after
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the intrinsic incubation period; whether the mosquito bites
every 3 days and whether we assumed that intrinsic incu-
bation period is constant in duration, then other dengue
cases would be appear every 3 days.

On the other hand, spatial breaks in the disease occur-
rence seem to correspond roughly to the spatial distances
between houses as determined with aerial photographs.
Indeed, aerial photo-interpretation shows that for each
house, the direct neighboring house is included, in aver-
age, in a 25-m radius, which also includes the risk area
shown by our results for dengue occurrence. The two next
distance peaks, namely 45 m and 80 m, correspond to the
third and fourth nearest areas of housing, respectively.

Those similarities between patterns in the RR map
derived from space-time location of dengue cases and
known transmission factors confirm the relevance of using
GIS for the epidemic description. In particular, the avail-
able data seem consistent with the hypothesis that most
people were infected at home or near the home during the
Iracoubo epidemic.

In future studies, obtaining the exact incidence in the
exposed population will be preferable. For this goal, a
prospective seroepidemiologic study must be conducted in
the overall exposed population to identify all dengue cases,
including the asymptomatic cases. This kind of study
would certainly increase the accuracy of the GIS for the
epidemic description. In Iracoubo the distribution of the
nonsymptomatic cases and the nonreported cases likely
paralleled the spatial distribution of the reported cases.
Thus, the fact that we did not dispose of the total number
of dengue cases induced more likely a decrease in the pre-
cision, than an inaccurate representation of dengue trans-
mission. This hypothesis will be tested in a future study.

These first results show that an objective description of
a dengue virus spread using GIS and space-time statistics
allows epidemiologists to define risk areas and risk peri-
ods, which are necessary for implementing an efficient
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Figure 6. Main risk area for dengue fever (within 100 m and 30
days’ boundaries), derived from laboratory-positive cases data (A)
and all suspected cases data (B). Vertical dark lines indicate an
apparent temporal periodicity, and horizontal dark lines corre-
spond to apparent spatial breaks.
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surveillance strategy. Moreover, the strong concordance of
the two RR maps derived from the confirmed cases and
suspected cases indicates that a surveillance program
could be based on information concerning all suspected
cases. Including such information would allow a better
response to an outbreak.

Analyzing RR representation shows a very high risk
area 6 days after and at <15 m from a first hypothetical
dengue case (Figure 5). Because of the short duration of
the dengue intrinsic incubation period, each dengue patient
contracted the disease a few days before its clinical expres-
sion. As a consequence, there were no means of reducing
the first RR peak after the first dengue case was detected.
Nevertheless, vector control could have reduced the sec-
ondary RR peaks, which occurred 3, 6, and 9 days after the
first high RR area was identified (Figure 6).

These results could increase the efficiency of the vec-
tor-control strategy. Indeed, the RR representation indi-
cates that vector control should be more efficient when
conducted inside the houses and against adult mosquitoes.
All houses inside a 100-m neighborhood should be treat-
ed. The distance of 100 m corresponds to a statistical
threshold, which is a result of our study: outside of 100 m
around the dengue focus, the probability of observing a
dengue case is low. However, if the number of cases
reported increases, we will likely increase the precision of
such reporting, and this threshold could vary. If these
results are confirmed in the future, this would likely lead
to improvements in indoor vector control (by indoor
spraying of insecticide) during dengue epidemics, in par-
ticular in the houses near a house where a confirmed or
suspected case occurred, provided that the mosquitoes
have been shown to be sensitive to the insecticide.
Reducing breeding sites and increasing indoor vector con-
trol could be the major means of controlling dengue
spread during an epidemic.

Conclusion

The use of a GIS in a dengue surveillance program
requires an efficient case location system and a concerted
effort by all health stakeholders: physicians, hospitals,
pathology laboratories, and vector control agencies. In
French Guiana, a research program named S2Dengue
(Spatial Surveillance of Dengue) joins the different health
stakeholders for the real-time collection of all dengue-
related information (suspected and confirmed cases, vector
densities, etc.). The first objective of this project is to pro-
vide all participants with weekly maps of dengue incidence
to improve prevention measures. The second objective is
to link this information with relevant environmental fac-
tors and establish a model of the epidemic dynamics.

This program will allow us to validate our results
concerning the characteristics of the dynamic of dengue in
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French Guiana and confirm the potential of using
geographic information systems for dengue surveillance at
a country level. This effort will also contribute to dengue
control strategy.
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Babesia divergens-like Infection,
Washington State

Barbara L. Herwaldt,* Guy de Bruyn,t Norman J. Pieniazek,* Mary Homer, Kathryn H. Lofy,*8
Susan B. Slemenda,* Thomas R. Fritsche,T David H. Persing,t and Ajit P. Limayet

Most reported U.S. zoonotic cases of babesiosis have
occurred in the Northeast and been caused by Babesia
microti. In Washington State, three cases of babesiosis
have been reported previously, which were caused by WA1
(for “Washington 1")-type parasites. We investigated a case
of babesiosis in Washington in an 82-year-old man whose
spleen had been removed and whose parasitemia level
was 41.4%. The complete 18S ribosomal RNA gene of the
parasite was amplified from specimens of his whole blood
by polymerase chain reaction. Phylogenetic analysis
showed the parasite is most closely related, but not identi-
cal, to B. divergens (similarity score, 99.5%), a bovine par-
asite in Europe. By indirect fluorescent-antibody testing, his
serum reacted to B. divergens but not to B. microti or WA1
antigens. This case demonstrates that babesiosis can be
caused by novel parasites detectable by manual examina-
tion of blood smears but not by serologic or molecular test-
ing for B. microti or WA1-type parasites.

Hundreds of zoonotic cases of babesiosis have been
reported in the United States, approximately 30 in
Europe, and a few elsewhere (1-14). Most of the reported
U.S. cases have been caused by Babesia microti, a parasite
of small mammals transmitted by Ixodes scapularis ticks,
and have occurred in the Northeast or, less commonly, the
upper Midwest (4).

Few zoonotic cases of babesiosis have been reported in
the western United States (7-11). Specifically, in
Washington State, only three cases, two presumably tick-
borne and one associated with blood transfusion, have
been reported previously (7,8,10). The index tick-borne
case occurred in 1991 in Klickitat County, in south-central
Washington (7,8). The other two cases occurred in 1994:
one in a person transfused with infected erythrocytes and
the other in the implicated blood donor, who lived in King
County, in the western foothills of the Cascade Mountains
(10). All three of these cases were caused by WA1 (for

*Centers for Disease Control and Prevention, Atlanta, Georgia,
USA; fUniversity of Washington, Seattle, Washington, USA;
FCorixa Corporation, Seattle, Washington, USA; and §Washington
State Department of Health, Olympia, Washington, USA
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“Washington 1”)-type parasites (1,2,7-10,14) (Figure 1).
However, the etiologic agent of the case of babesiosis in
Washington in 2002 that we describe here is most closely
related, by molecular criteria, to B. divergens, a bovine
parasite in Europe (5,6).

Methods

Serologic Testing

Serum specimens were tested at the Centers for
Disease Control and Prevention (CDC), in serial fourfold
dilutions, by indirect fluorescent-antibody (IFA) testing,

WA1

Babesia microti

Theileria annulata

) Babesia sp. Babesia odocoilei

Babesia divergens
Babesia sp. EU1

0.01
Figure 1. Unrooted phylogenetic tree for the complete 18S rRNA
gene of selected Babesia spp. The tree was computed by using
the quartet puzzling maximum likelihood method of the TREE-
PUZZLE program. The scale bar indicates an evolutionary dis-
tance of 0.01 nucleotide substitutions per position in the sequence.
The GenBank accession numbers for the sequences used in the
analysis are as follows: B. divergens (6), AY046576; B. odocoilei,
AY046577; Babesia sp. EU1 (6), AY046575; the Babesia sp. from
the patient in Washington State, AY274114 (see arrow); B. microti,
u09833; WAL, from the index case of infection with WA1-type par-
asites (7,8), AF158700; and Theileria annulata, M64243.
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for reactivity to B. microti (15), WAL (7), and B. divergens
antigens (6). The antigen sources were human isolates of
B. microti and WAL and a bovine isolate of B. divergens
(Purnell strain [16]), which had been passaged in gerbils
(Mongolian jirds; Meriones unguiculatus) and adapted to
culture in bovine erythrocytes (17).

Animal Inoculation

To attempt to obtain an isolate of the parasite that
infected the patient (hereafter referred to as the patient’s
parasite), whole blood specimens, collected from him in
tubes containing the anticoagulant disodium EDTA, were

Babesia divergens—like Infection, Washington State

injected into hamsters (Mesocricetus auratus) and jirds.
Animal experimentation guidelines were followed. Both
hamsters and jirds are competent hosts for B. microti and
WA1-type parasites, and jirds are competent hosts for B.
divergens (18). No pretreatment specimens were available.
Refrigerated specimens collected on July 31, 2002 (the
date antibabesial therapy was begun [Table 1]), and August
1 were each injected intraperitoneally into two hamsters
(0.25 mL and 0.5 mL/animal, respectively) on August 2. A
specimen obtained on September 10 (15 days after therapy
was discontinued) was injected intraperitoneally into two
jirds (1 mL/animal) the next day. The animals were

Table 1. Clinical data on selected dates for a patient in Washington State infected with a Babesia divergens-like parasite, 2002*

Leukocyte  Platelet Creatinine  Total/direct Lactate
Temperature Hematocrit count count  Parasitemia level bilirubin dehydrogenase
Date (°C) (%)° (10°L)  (10%L)  level (%)°  (mg/dL)* levels (mg/dL) level (U/L) Comments
July 30 385 43 19.6 34 25.5°¢ 85 10.2 4,283 Admitted to a
community
hospital
July 31° 40 21.2° 21 41.4°¢ 10.3 8.2/2.9 Babesiosis
diagnosed;
antibabesial
therapy started
(see text)?
July 31" 39.9 36 18.5 25 28.2 11.1° 9.9/3.1 6,674 6 U platelets
transfused
August 1 37.7 27 21.6 57 24.7 6.4 6.7/2.3 2,898 Began
hemodialysis; 2 U
packed
erythrocytes
transfused
August 2 36.9 32 22.1 67 17.9 4.2 3.3/2.1 5,802
August 3 375 29 17.2 96 13.6 7.3 2,423
August 4 36.9 27 10.4 110 6.4 1.3/0.7
August 5 37.6 26 9.9 135 11.9 9.0
August 6 375 24 9.5 149 13.2 11.0 2 U packed
erythrocytes
transfused
August 7 375 30 9.9 149 8.8
August 8 379 30 9.2 204 7.7 11.2
August 9 36.7 28 9.2 161 8.2 Discharged home
September 13 28 7.3 179 2.8
November 1 39 6.0 1.7

#Normal ranges for laboratory values at community hospital (July 30-31): creatinine, 0.7-1.5 mg/dL; total bilirubin, 0.1-1.0 mg/dL; lactate dehydrogenase, 100-200
U/L. Normal ranges at University of Washington Medical Center (July 31-Aug. 9): creatinine, 0.3-1.2 mg/dL; total bilirubin, 0.1-1.0 mg/dL; direct bilirubin, 0.0-0.3

mg/dL; lactate dehydrogenase, 0-190 U/L.
°Hematocrit normalized to values of 42% (Feb. 3, 2003) and 45% (June 27, 2003).

°All parasitemia levels were determined by the same person at the Centers for Disease Control and Prevention. Level for July 30 was determined from a peripheral smear
made the next day (i.e., blood not fresh). The other pretreatment parasitemia level (i.e., from July 31 at community hospital) was determined from a smear made from

fresh blood.

9Baseline and posthospitalization creatinine values include: 1.6 mg/dL (Sept. 2001), 1.7 mg/dL (Feb. 3, 2003), and 1.6 mg/dL (June 27, 2003).

°Data obtained at community hospital.

fLeukocyte differential: 74% segmented neutrophils, 9% lymphocytes, 8% atypical lymphocytes (including immunoblasts and plasmacytoid forms), 7% monocytes, 1%

eosinophils, and 1% metamyelocytes.

9%0n Aug. 1, dosage regimen changed from clindamycin (1.2 g twice daily, by IV infusion) and quinine sulfate (650 mg thrice daily, by mouth), to clindamycin (600 mg
four times daily, by IV infusion) and quinine (650 mg daily, by mouth). After patient was discharged from hospital on Aug. 9, therapy continued through Aug. 26;
regimen: clindamycin (600 mg four times daily, by mouth) and quinine (650 mg daily, by mouth). Patient also treated with erythropoietin until Nov. 2002.

_“Data obtained at University of Washington Medical Center.

'Dipstick analysis of urine specimen showed 3+ protein, 3+ blood, 3+ bilirubin, and 1+ ketones; and was positive for nitrites and leukocyte esterase. Microscopic
examination showed granular casts and 1+ leukocytes. Culture demonstrated >10° colonies of Escherichia coli per milliliter of urine. The urinary tract infection was

treated with ceftriaxone.
Value could be inaccurate; platelets clumped on blood smear.
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monitored for parasitemia, weekly for 8 weeks, by
examination of Giemsa-stained smears of blood obtained
by tail snip (hamsters) or toenail clip (jirds). Blood
obtained from the animals after the 8-week monitoring
period was examined by polymerase chain reaction (PCR;
see next section).

DNA Extraction, Amplification, and Sequencing

DNA was extracted at CDC from whole blood speci-
mens collected from the patient in EDTA tubes, by using
the Q1Aamp DNA Blood Mini Kit (Qiagen Inc., Valencia,
CA); the DNA was stored at 4°C. The complete 18S ribo-
somal RNA (18S rRNA) gene from the patient’s parasite
was amplified by PCR, with a pair of apicomplexan 18S
rRNA-specific primers: CRYPTOF (5-AACCTG-
GTTGATCCTGCCAGT-3") and CRYPTOR (5-
GCTTGATCCTTCTGCAGGTTCACCTAC-3'). PCR was
conducted with AmpliTaq Gold DNA Polymerase (Applied
Biosystems, Foster City, CA). The conditions for PCR
included 95°C for 15 min, followed by 45 cycles of denat-
uration at 94°C for 30 s, annealing at 65°C for 30 s, and
extension at 72°C for 1.5 min. Final extension was done at
72°C for 9 min, followed by a hold step at 4°C. The ampli-
fication product was purified by using the StrataPrep DNA
Purification Kit (Stratagene, La Jolla, CA).

Both strands of the PCR product were sequenced by
using a set of internal primers. Sequencing reactions were
performed with the ABI PRISM BigDye Terminator Cycle
Sequencing Kit (Applied Biosystems), and reactions were
analyzed on the ABI 3100 automatic DNA sequencer
(Applied Biosystems). The resulting sequences were
assembled by using the program SeqMan Il (DNASTAR,
Inc., Madison, WI). The GenBank accession number for
the sequence obtained by these methods for the patient’s
parasite is AY274114.

Phylogenetic Analysis

The complete sequences of the 18S rRNA genes for B.
divergens; B. odocoilei, a parasite of white-tailed deer
(Odocoileus virginianus) (17,19); Babesia sp. EUL (for
“European Union 1”) (6); B. microti; the WAL parasite
from the index case of such infection (7,8); and Theileria
annulata were retrieved from the GenBank database
(Figure 1). The sequences were aligned with the sequence
for the patient’s parasite by using the program Clustal W,
version 1.83 (20). Phylogenetic analysis was performed
with the following programs: the PHYLIP package, which
includes versions 3.573c of CONSENSE, DNADIST,
DNAML, NEIGHBOR, and SEQBOOT (21); and version
5.1 of TREE-PUZZLE (22). The phylogenetic trees
inferred by these programs were drawn with the program
TreeView, version 1.6.6 (23).
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Case Report

On July 30, 2002, an 82-year-old man in Kitsap
County (a peninsula of estuarine lowlands in Puget
Sound, in western Washington), was admitted to a com-
munity hospital. During the previous 4 days, he had noted
the gradual onset of chills (without fever), weakness,
malaise, anorexia, dysphagia, marked thirst, and urinary
dribbling. Until April or May 2002, he had been an avid
jogger. Although he had not had the energy to jog there-
after, he had continued to walk his dog daily; they walked
on a road around a lake that abutted his backyard, which
he kept “natural,” and on a neighbor’s wooded property.
He had an outdoor cat; had occasionally noted deer and
(in previous years) voles or shrews in his yard; did not live
near cattle; and had not traveled outside of Kitsap County
or Mason County, the adjacent southern county, in the pre-
vious couple of years. He had not noted ticks on his body
or received blood transfusions. His medical history
included longstanding hypertension; secondary renal
insufficiency; and incidental splenectomy in approximate-
ly 1990, when his distal pancreas, which had a benign
mass, was removed.

When he was hospitalized on July 30, his temperature
was 38.5°C; pulse, 76 beats/min; blood pressure, 168/94
mm Hg; and respiratory rate, 18 breaths/min. He had scle-
ral icterus and dry mucous membranes from severe dehy-
dration. The salient laboratory data and information about
his clinical course are provided in Table I. Initial laborato-
ry testing showed many abnormalities, including marked
thrombocytopenia and elevated values of creatinine, biliru-
bin, and lactate dehydrogenase.

Babesiosis was diagnosed, when a peripheral smear
made on July 31 from blood collected on July 30 was
noted to have intraerythrocytic, ring-like trophozoites; the
level of parasitemia on a smear of fresh blood from July 31
was 41.4% (Table 1; Figure 2). On July 31, antibabesial
therapy was begun at the community hospital; he received
one dose of clindamycin (1,200 mg, by intravenous infu-
sion) and one dose of quinine sulfate (975 mg, by mouth;
the intended—i.e., ordered—dose was 650 mg).

Later on July 31, he was transferred to the University
of Washington Medical Center. He continued therapy with
clindamycin and quinine, with periodic adjustments of the
dosage regimen (Table 1 footnote). In addition, he was
transfused with 6 U of platelets and 4 U of packed
erythrocytes. His acute renal failure (Table 1) was treated
with hemodialysis; it was attributed to acute tubular
necrosis from dehydration and intravascular hemolysis,
superimposed on chronic renal insufficiency from hyper-
tensive nephrosclerosis. His hospital course was also
notable for laboratory evidence, on August 1, of asympto-
matic, subendocardial ischemia and for pulmonary
edema.
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E F

Figure 2. Panel of Babesia-infected erythrocytes photographed from pretreatment, Wright's-Giemsa—stained smears of fresh blood
obtained from the patient on July 31, 2002. The mean corpuscular volume of the erythrocytes was 103 (normal range 80—100 um?3). Note
the multiply infected erythrocytes; the pleomorphism of the parasite; and the obtuse (divergent) angle formed by some of the paired struc-
tures, which, like the form in (F), is characteristic of B. divergens and related parasites isolated from various wild ruminants. The forms
of the parasite shown in the panel include: (A) ring-like trophozoite; (B) paired merozoites; (C) maltese-cross (tetrad); (D) various divid-
ing forms; (E) multiple merozoites; (F) appliqué (accolé) form on right border of the erythrocyte; (G) and (H) degenerate (crisis) forms. A
glass slide of a peripheral blood smear from July 31 has been deposited in the U.S. National Parasite Collection, Beltsville, Maryland,;

the accession number (USNPC #) for the slide is 093041.00.

After he was discharged from the hospital on August 9,
he continued antibabesial therapy through August 26
(Table 1) and hemodialysis through early September. He
resumed jogging and walking in early October 2002 and
had remained well as of July 2003.

Results

Serologic Testing and Animal Inoculation

The patient’s serum did not react to B. microti or WA1
antigens but showed marked IFA reactivity to B. divergens
antigens, which slowly decreased during the 9-month mon-
itoring period (Table 2). Attempts to obtain an isolate of the
patient’s parasite, by injecting specimens of his blood into
hamsters and jirds, were unsuccessful (Table 2 footnote).
PCR analysis of blood from the inoculated animals, after
they had been monitored for 8 weeks, was negative.

Molecular Findings

Amplification of the complete 18S rRNA gene of the
patient’s parasite yielded a specific product of approxi-
mately 1,700 bp. Sequence analysis showed that the gene
was 1,728 bases long. The sequences of the PCR products
from three blood specimens from the patient (Table 2),
each processed separately, were identical. The DNA
sequence also was verified by staff in an independent lab-
oratory, who had never worked with B. divergens or DNA
extracted from it.
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BLAST search confirmed that the sequence for the
patient’s parasite was not identical to any complete 18S
rRNA sequence in GenBank. The highest similarity score
(99.5%) was with B. divergens (GenBank no. AY046576);
the sequences for B. divergens and the patient’s parasite
differ by eight bases.

In phylogenetic analysis (Figure 1), the patient’s para-
site clusters together with B. divergens. This group forms
a sister group to a cluster that includes B. odocoilei and
Babesia sp. EU1 (6). The clustering of the organisms was
the same, regardless of the taxonomic method used. The
alignment of the sequences used to construct the phyloge-
netic tree (Figure 1), after columns with gaps and unre-
solved characters were removed, had 1,651 columns; the
bases in 255 columns differed among the Babesia spp.
included in the analysis. The alignment may be requested
from the authors. Serial PCR and IFA data (Table 2)
showed that the patient had subpatent parasitemia and a
persistently high IFA titer (1:1,024) for at least 2 months
after his antibabesial therapy was stopped.

Discussion

This case of babesiosis had several unusual features.
First, it occurred in Washington State, rather than in the
Northeast, where most of the reported U.S. cases of
zoonotic babesiosis have occurred. Our case raises the
count for reported cases of babesiosis in Washington from
three to four (one bloodborne and three presumably tick-
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Table 2. Results of testing of serial specimens obtained from a patient in Washington State infected with a Babesia divergens—like

parasite®

Date” Examination of smears of whole blood for Babesia parasites  IFA titers to B. divergens antigens* PCR
July 31, 2002 Positive (parasitemia level, 28.2%) 1:64 Positive
September 10 NPF 1:1,024 Positive
October 25 NPF 1:1,024 Positive
November 8 NPF 1:256 Negative
December 12 NPF 1:256 Negative
April 14, 2003 NPF 1:256 Negative

2IFA, indirect fluorescent antibody; PCR, polymerase chain reaction; NPF, no parasites found.
®See Table 1 for values of other laboratory testing performed on or near dates listed here. Patient received antibabesial therapy from July 31 (before July 31 specimen
obtained) through August 26, 2002. Hamsters injected with patient’s blood obtained July 31 and August 1 did not become demonstrably parasitemic, nor did jirds

injected with blood from September 10.

°All of the serum specimens were tested at the Centers for Disease Control and Prevention on same day.

borne cases). Second, the case was caused by a parasite
most closely related, by molecular criteria, to B.
divergens, a European bovine parasite (24), rather than to
WA1-type parasites, which caused the three previously
reported cases of babesiosis in the state. Third, the patient
whose case we describe survived, despite having multiple
risk factors for severe babesiosis and death: he was
elderly (82 years old), was asplenic, had a high level of
parasitemia (41.4%), and had multiorgan dysfunction that
included renal failure.

Few cases of babesiosis in the western United States
have been reported previously; all occurred in Washington
or California. They include two tick-borne cases in
California in 1966 (25) and 1979 (26), as well as seven
tick-borne and two blood-transfusion—associated cases in
California and Washington from 1991 to 2000 (7-11).
Whereas the etiologic agents of the cases in 1966 and 1979
were not determined, the last nine cases were caused by
the CAl- and WALl-types of Babesia- (or Babesia-like)
piroplasms, which are distinct from each other but in the
same phylogenetic group. Although the appropriate
position for this clade in phylogenetic analyses of the
piroplasms remains unclear (14), the position is remote
from B. microti and B. divergens (11,14) (Figure 1).

The molecular characterization of our patient’s parasite
(Washington, 2002) showed that the sequence for the com-
plete 18S rRNA gene differs by eight bases from that of B.
divergens (similarity score, 99.5%). In addition, serologic
(Table 2) and morphologic (Figure 2) data support the con-
clusion that the patient was infected with a B.
divergens—like parasite.

B. divergens infects cattle in Europe but has never been
reported to do so in the United States. The parasite that
caused the index bovine case of B. divergens infection,
which was described in 1911 (27), is unavailable for molec-
ular characterization. However, the DNA sequences of the
complete 18S rRNA gene for bovine isolates of B. diver-
gens from three European countries (6) and an isolate from
an infected Ixodes ricinus tick from another European
country (N.J. Pieniazek, unpub data) are identical; sequence
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data for the complete 18S rRNA gene of B. divergens from
its tick vector have never previously been reported.

B. divergens has traditionally been considered not only
a bovine parasite but also the etiologic agent of most of the
reported zoonotic cases of babesiosis in Europe; the cases
purportedly caused by B. divergens typically have
occurred in asplenic persons, who died if not appropriately
and expeditiously treated (5). The type and quality of the
evidence used to support the conclusion that B. divergens
caused the zoonotic cases have varied markedly (5,6). To
our knowledge, sequence data for the 18S rRNA gene have
been reported for only two such cases. For one of the two
cases (28), sequence data for the complete 18S rRNA gene
were reported (EMBL data base no. AJ439713; data for
1,728 bases), which were not identical to the sequence for
bovine B. divergens (6). For the other case (29), sequence
data for a portion of the gene were reported (GenBank no.
AF435415; data for 369 bases). Some of the European
zoonotic cases attributed to B. divergens infection might
have been caused by EU1, the etiologic agent of the first
reported zoonotic cases of babesiosis in Italy and Austria,
which ocurred in 1998 and 2000, respectively (6). In
phylogenetic analysis, EUL is most closely related to B.
odocoilei (17,19) and is secondarily related to B. divergens
(31 base differences) (6).

Besides our case, two other U.S. zoonotic cases have
been attributed to infection with B. divergens-like
organisms, on the basis of sequence data for the 18S rRNA
gene (12,13). The first, a fatal case in Missouri in 1992,
occurred in a 73-year-old asplenic man, whose parasitemia
level was 3%-4% (12). In the original description of the
case and the etiologic agent (MO1, for “Missouri 1) (12),
molecular data were provided for only a 128-bp fragment
(with three unresolved positions), in which MO1 and B.
divergens have identical sequences (6,12). The other U.S.
case occurred in Kentucky in 2001, in a 56-year-old
asplenic man, with a parasitemia level of 30% to 35% (13).
The sequence of the complete 18S rRNA gene of the
etiologic agent reportedly differs by three bases from that
for B. divergens (similarity score, 99.8%). However,
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because no GenBank accession number was provided (13),
we do not know whether the three base differences
constitute a subset of the eight we found between our
patient’s parasite and B. divergens.

We do not know enough about the biology of the
etiologic agents of these three U.S. cases attributed (by
molecular criteria) to infection with B. divergens—like
parasites, to conclude how closely related the parasites are
to the European bovine B. divergens. Various wild
ruminants in the United States and Europe have been
found to be infected with parasites that are considered B.
divergens-like in some respects (e.g., are in the same
phylogenetic clade, demonstrate serologic cross-reactivity
in IFA testing, have similar morphologic characteristics
[Figure 2]). Some such parasites (e.g., B. odocoilei, a
parasite of white-tailed deer [6,17,19]; 30 base differences
from B. divergens [similarity score, 98.3%]) are known to
be different species than B. divergens. However, the
classification by species of some B. divergens—like
parasites remains unresolved (6). For example, the
sequence for the complete 18S rRNA gene for a reindeer
Babesia sp. in Scotland differs by only four bases from that
of B. divergens (similarity score, 99.8%). Although the
organism is not known to cause overt disease in local cattle
and did not infect jirds injected with several-day-old blood
from infected reindeer (30), the biologic data available to
date are not definitive. Until more parasites that are B.
divergens-like by molecular criteria, such as the parasites
that caused the three U.S. zoonotic cases, are identified
and characterized in other respects, we will not know
whether the parasites are synonymous with B. divergens or
belong to a complex of related species or strains.

The public health importance of the B. divergens—like
organism in Washington is not yet known and may take
years to determine. Its biology, geographic distribution,
ecology, tick vector, and animal reservoir host(s), as well
as the prevalence of infection in nonhuman and human
hosts, risk factors for infection and disease in humans, and
clinical manifestations of infection must be further
investigated. We have begun our search for the tick vector;
however, no ticks were found in September 2002, after
flagging for 18 person-hours near the patient’s house.
Molecular analysis at CDC of DNA from 98 ticks of
various species, from various animals and counties in
Washington, showed that none were infected with the
patient’s parasite, but 11 were infected with B. odocoilei
(data not shown).

The clinical aspects of our patient’s case are notable,
particularly the fact that he survived, despite critical
illness. The extent to which host (e.g., advanced age)
versus parasite factors contributed to the severity of the
case are unknown. However, even B. microti, which
traditionally has been considered less virulent than B.
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divergens in humans (i.e., B. microti infection often is
asymptomatic or associated with mild, nonspecific
symptoms), has been associated with critical illness and
fatalities, particularly among elderly, asplenic, or
otherwise immunocompromised, patients (3,4,31,32). His
remarkably good physical condition for his age and the
meticulous medical care he received likely contributed to
his survival.

We cannot generalize from his case to conclude what
constitutes optimal antimicrobial therapy for infection with
the patient’s parasite. The one clinical trial in which the
effectiveness of antimicrobial regimens for treatment of
babesiosis was evaluated included only patients who were
not severely ill and were infected with B. microti (33).
Anecdotal data and extrapolation from the literature about
treatment of malaria suggest that exchange transfusion may
be beneficial for some critically ill patients, especially for
those with signs of hemodynamic instability or high
parasitemia levels (e.g., >10%) (31,34-36). The persistence
of PCR positivity in our patient for at least 2 months after
he completed therapy (Table 2) indicates he continued to
have subpatent parasitemia, despite remaining clinically
well. Persistence of PCR positivity after treatment of
symptomatic cases of B. microti infection with clindamycin
and quinine has also been reported (37,38); PCR positivity
lasted a mean of 16 days in 22 such patients, about one third
of whom had persistent positivity for >1 month (none for
>3 months) (37).

The case we describe underscores several points for
clinicians. First, the diagnosis of babesiosis should be
considered for febrile persons with hemolytic anemia,
regardless of where they live or have traveled. Second,
babesiosis, which can be life threatening, can be caused by
novel parasites not detected by serologic or molecular
testing for B. microti or the WA1- or CAl-type parasites
(i.e., for parasites previously recognized to cause zoonotic
babesiosis in the United States). This fact underscores the
importance of manual examination of smears of blood
from patients who might have babesiosis. In most
hospitals, blood smears are examined by machines rather
than by laboratory staff, unless specific criteria are met by
the patient, certain abnormalities are “flagged” by the
machine, or manual examination is specifically requested.
Third, thorough characterization of novel Babesia spp. is
needed to advance our knowledge about zoonotic parasites
and to facilitate development of laboratory methods for
detecting such parasites in patients, participants in
epidemiologic investigations, and ultimately, perhaps,
blood donors. Characterization of novel Babesia spp.
would be facilitated if clinicians with patients likely
infected outside of the geographic areas known to be
endemic for B. microti sent fresh, pretreatment,
anticoagulated, whole blood specimens, by overnight mail,
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on wet ice packs, to a reference laboratory experienced in
doing such work.
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Influenza A Virus PB1l-F2 Gene In
Recent Tailwanese Isolates

Guang-Wu Chen,* Ching-Chun Yang,t Kuo-Chien Tsao,tt Chung-Guei Huang,tf Li-Ang Lee,t%
Wen-Zhi Yang,8 Ya-Ling Huang,t$ Tzou-Yien Lin,{ and Shin-Ru Shiht%

Influenza A virus contains eight RNA segments and
encodes 10 viral proteins. However, an 11th protein, called
PB1-F2, was found in A/Puerto Rico/8/34 (H1N1). This
novel protein is translated from an alternative open reading
frame (ORF) in the PB1 gene. We analyzed the PB1 gene
of 42 recent influenza A isolates in Taiwan, including 24
HAIN1 and 18 H3N2 strains. One HI1N1 isolate and 17
H3N2 isolates contained the entire PB1-F2 ORF of 90
residues, three amino acids (aa) longer than the PB1-F2 of
A/Puerto Rico/8/34 at the C terminal. The one remaining
H3N2 isolate encoded a truncated PB1-F2 with 79
residues. The other 23 H1N1 isolates contained a truncat-
ed PB1-F2 of 57 aa. Phylogenetic analysis of both the HA
and the PB1 genes showed that they shared similar clus-
tering of these Taiwanese isolates, suggesting that no obvi-
ous reassortment occurred between the two genomic
segments.

I nfluenza A virus is a prevalent pathogen with substantial
pandemic potential (1). The influenza pandemic in 1918
was the most catastrophic in history, claiming more than
20 million lives (2). Influenza epidemics continue to occur
every 2 to 3 years, causing substantial illness and death.
Influenza A virus has eight segments of negative-stranded
RNA genome and encodes 10 viral proteins (3). However,
an 11th influenza A viral protein was recently found. This
new protein product was discovered serendipitously dur-
ing a systematic search of potential antigenic peptides rec-
ognized by CD8+ T lymphocytes encoded by influenza
virus A/Puerto Rico/8/34 (H1N1) (4). Unlike other
influenza A viral proteins, this novel protein has several
unusual features. It is absent from some influenza virus
isolates, expresses different levels among individual
infected cells, degrades rapidly, and localizes to mitochon-
dria. This protein is called PB1-F2 because it is translated

*National Health Research Institutes, Taipei, Taiwan; tChang
Gung University, Tao-Yuan, Taiwan; fChang Gung Memorial
Hospital, Tao-Yuan, Taiwan; §Center for Disease Control and
Prevention, Taipei, Taiwan; and Chang Gung Children’s Hospital,
Tao-Yuan, Taiwan
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from an alternative open reading frame (ORF) in the PB1
gene. The PB1 gene has an inefficient start codon, accord-
ing to Kozak’s analysis (5), which explains why PB1-F2
can be translated when an alternative start codon is used at
nucleotide positions 119 to 121 based on the PB1 gene of
A/Puerto Rico/8/34 (4).

Since PB1-F2-induced apoptosis in a cell-specific
manner and might be important in pathogenesis, do the
recently circulated influenza isolates possess the alterna-
tive ORF? This study analyzed 42 influenza A isolates in
Taiwan from 1995 to 2001. The sequence of the hemagglu-
tinin gene (HA) was also analyzed for further genetic char-
acterization of these isolates (6-8).

Materials and Methods

Clinical Isolates

The clinical specimens examined were throat swab
specimens collected from the Clinical Virology
Laboratory, Chang Gung Memorial Hospital (Contract
Laboratory of the Center for Disease Control and
Prevention, Taiwan). The specimens were added to
Madin-Darby canin kidney (MDCK) cells. Typing of the
influenza A virus then was conducted by using immuno-
fluorescence assay (IFA) by type-specific monoclonal
antibody (Dako, Cambridgeshire, UK). Moreover, subtyp-
ing was conducted by reverse transcription—polymerase
chain reaction (RT-PCR) with subtype-specific primers
(Table) (9,10). Virus isolates were stored at —80°C until
use.

RNA Extraction and RT-PCR

The clinical isolates were passed in MDCK cells, and
the supernatant was used for viral RNA extraction with the
Viral RNA Extraction Miniprep System kit (Viogene,
Sunnyvale, CA). Viral RNA was amplified into double-
stranded DNA by RT-PCR by using the Ready-To-Go RT-
PCR Beads (Amersham Biosciences, Piscataway, NJ). The
Table lists the primers used for RT-PCR, and the RT-PCR
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Table. Primers used for reverse transcription—polymerase chain
reaction

Primer/nt position Sequence Size (bp)
H1F-78° GATGCAGACACAATATGTATAGG 611
H1R-689° CICTACAGAGACATAAGCATTT

H3F-114° TCAGATTGAAGTGACTAATGCT 976
H3R-1120" AATTTTGATGCCTGAAACCGT

PB1F-32° TCAATCCGACCTTACTTTTC 409
PB1R-441° AGCAGGCTGGTTTCTATTTA

4Genomic position based on A/Puerto Rico/8/34(H1N1) nc002017.
°Genomic position based on A/Hong Kong/1/68(H3N2) af348176.
‘Genomic position based on A/Puerto Rico/8/34(H1N1) isdn13420.

program in all cases was as follows: 42°C for 30 min, 95°C
for 5 min, followed by 40 cycles of 95°C for 1 min, 50°C
for 1 min, 72°C for 1.5 min, and a final elongation step of
72°C for 10 min. The final product was stored at 4°C.

Nucleotide Sequence Analysis

The RT-PCR product was purified by using the
QIlAquick Gel Extraction Kit (Qiagen, Valencia, CA). The
nucleotide sequence of the purified fragments was deter-
mined by using an automated DNA sequencer. A 561- to
564-nt HA sequence was obtained for HIN1 isolates from
genomic position 120 to 683 of A/Puerto Rico/8/34
(HIN1), and an 844-nt sequence was obtained for H3N2
isolates from genomic position 187 to 1031 of A/Hong
Kong/1/68 (H3N2). A 300-nt PB1 sequence was obtained
from genomic position 104 to 403, covering the entire
PB1-F2 gene from position 119 to position 379 of
A/Puerto Rico/8/34 (HLN1). Sequence analysis, including
pairwise sequence alignment and protein translation, was
conducted with the Lasergene software, version 3.18
(DNASTAR, Madison, WI) (11). Multiple sequence align-
ment was conducted with Clustal W, version 1.81 (12),
with a gap opening penalty of 15 and a gap extension
penalty of 6.66. The phylogenetic analysis was performed
with PHYLIP (13,14), version 3.573c, with a Kimura 2-
parameter distance matrix (program dnadist) and the
neighbor joining method (program neighbor). Support for
tree topology was determined by bootstrap analysis with
1,000 pseudo-replicate datasets generated by the seqboot
program in PHYLIP. A consensus tree was obtained by the
consense program, and the topology was viewed with
TreeView, version 1.6.6. Secondary structures of the
sequences were predicted by using the NNPREDICT pro-
gram (http://www.cmpharm.ucsf.edu/~nomi/nnpredict.
html) (15). The reference sequences were obtained from
GenBank. All human influenza A viruses with HIN1 or
H3N2 subtypes whose PB1 genes could be translated into
a putative PB1-F2 ORF were included for comparison with
the Taiwanese strains used in this study. All human
influenza A viruses with other subtypes or nonhuman
influenza A viruses capable of being translated into PB1-
F2 were also studied.
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Nucleotide Sequence Accession Number

The nucleotide sequence data reported in this study
were deposited to the GenBank nucleotide sequence data-
base with accession numbers AY303701 to AY303752,
AF139930 to AF139940, and AF362778 to AF362820.

Results

Influenza A isolates in the Clinical Virology Laboratory

A total of 8,229 clinical specimens were received for
diagnosis of the respiratory tract virus at the Clinical
Virology Laboratory, Chang Gung Memorial Hospital,
from 1995 to 2001. Five hundred and forty-seven influen-
za A viruses were isolated from these specimens, including
170 HIN1 and 377 H3N2 isolates. Notably, no H3N2 iso-
lates were found in 1995, and only one HIN1 isolate each
was found in 1997 and 1998 (Figure 1).

PB1 Sequence Analysis

The start codon for the PB1 gene is located at positions
25 to 27, while the stop codon is at positions 2296 to 2298,
yielding a PB1 protein with 757 residues (16,17). The com-
plete ORF for PB1-F2 in A/Puerto Rico/8/34 (H1N1) is
from position 119 to 379, which encodes an 87-residue pro-
tein (4). To determine the existence of PB1-F2 in these
Taiwanese influenza A isolates, 42 of them were randomly
selected between 1995 and 2001, including 24 HIN1
strains and 18 H3N2 strains. Ten HIN1 and 17 H3N2 refer-
ence strains were also included for the PB1 sequence analy-
sis. The selection was based on an extensive search for all
human HIN1 and H3N2 influenza viruses in GenBank,
whose PB1 nucleotide sequences were shown to alterna-
tively translate into a PB1-F2 gene. Figures 2 and 3 show
the translated PB1-F2 amino acids for HIN1 and H3N2
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Figure 1. Number of isolated influenza A viruses in Clinical
Virology Laboratory, Chang Gung Memorial Hospital, a contract
laboratory of the Center for Disease Control and Prevention—
Taiwan.
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strains. The amino acid sequence of PB1-F2 for A/Puerto
Rico/8/34 (H1IN1) was included in both figures as a tem-
plate. All 24 HIN1 influenza A viruses contained an alter-
native start codon (AUG) at positions 119 to 121 in the PB1
gene, which translated into Met (M) and marked the begin-
ning of PB1-F2 ORF. Most of these H1N1 strains encoun-
tered a stop codon (UAG) at positions 290 to 292, resulting
in the production of a 57-residue peptide and covering only
a truncated PB1-F2. One isolate A/Taiwan/3355/97
(HIN1), however, covered the entire ORF (87-residue)
because a non-stop codon UGG was found at equivalent
positions at which other Taiwanese HIN1 encountered a
stop codon. The translation continued and eventually
stopped at positions 389 to 391, which encoded a putative
protein of 90 residues, three residues longer than the PB1-
F2 protein in A/Puerto Rico/8/34. For the nine reference
strains in addition to A/Puerto Rico/8/34, three strains
(A/WSN/33, A/Fort Monmouth/1/47 and A/Wisconsin/
10/98) encoded a PB1-F2 of 90 residues, five strains
(A/Beijing/11/56, A/Fuji/15899/83, A/Charlottesville/
31/95, A/Hong Kong/470/97, and A/Hong Kong/427/98)
encoded a truncated ORF of 57 residues, and one strain
(A/Wisconsin/3523/88) encountered an exceptionally early
stop codon and ended in only 11 residues. Most of the
H3N2 isolates analyzed in this study, on the other hand,
covered the full-length of PB1-F2 ORF of 90 residues as
found in A/Taiwan/3355/97 (H1N1). Only two exceptions
were observed, including one Taiwanese strain
AJTaiwan/1748/97 with a truncated PB1-F2 ORF of 79
residues, and one reference strain A/Shiga/25/97 with 87
residues as in A/Puerto Rico/8/34 (HIN1).

The nucleotide sequence identities for PB1 gene were
96.3%-100% among the 24 Taiwanese H1N1 strains, and
97.3%-100% among the 18 H3N2 strains, based on a 300-
nt segment that covers the entire putative PB1-F2 of inter-
est. Figure 4 presents the PB1 phylogenetic tree for all 42
Taiwanese isolates and 27 previously selected reference
strains. All Taiwanese strains were grouped into their
respective subtype. The Taiwanese HIN1 strains were
divided into two clusters. One contained eleven
1995-1996 isolates, which were similar to
A/Charlottesville/31/95 and A/Hong Kong/427/98
(97.0%-98.6%), and the other contained 13 1997-2001
isolates, which were similar to A/Hong Kong/470/97
(99.0%-99.6%). The Taiwanese H3N2 strains were also
divided into two clusters, including four 1996-1997 iso-
lates similar to A/Shiga/25/97 (98.6%— 99.6%) and four-
teen 1997-2001 isolates similar to A/Hong Kong/497/97
and A/Hong Kong/498/97 (98.3%-100.0%).

The putative PB1-F2 protein of A/Taiwan/3355/97
(HIN1) was 81.1% identical to A/Puerto Rico/8/34
(HIN1). In addition to the three extra amino acids (Trp88-
Thr89-Asn90) at the C-terminal end, A/Taiwan/3355/97
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Figure 2. Alignment of putative PB1-F2 amino acid sequences of
24 Taiwanese H1N1 strains and 10 H1N1 reference strains. Most
strains, including 23 Taiwanese strains and 5 reference strains,
contained a truncated open reading frame (ORF) 57 residues long.
One reference strain, A/Wisconsin/3523/88, had the ORF truncat-
ed at 11 residues. PB1-F2 of A/Puerto Rico/8/34 with 87 residues
is placed on top of the alignment. One Taiwanese strain and three
reference strains each contained a complete PB1-F2 of 90
residues. The program AlignX in VectorNT| Suite produced the
alignment.
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